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Sommario

Questa tesi analizza gli stati finali multi-leptonici per la ricerca della produ-
zione di coppie di leptoni pesanti predetti dal meccanismo SeeSaw di Tipo-III.
L’analisi usa i dati prodotti dalle collisioni protone-protone ad una energia del
centro di massa di 13 TeV, corrispondenti ad una luminosità integrata di 139
fb−1 raccolti dall’esperimento ATLAS durante l’intero periodo Run 2 del Lar-
ge Hadron Collider (2015-2018). La ricerca è focalizzata su stati finali con tre
e quattro leptoni leggeri (elettroni e muoni) e con un’elevata energia rilasciata
dalla collisione proveniente da tutti i possibili decadimenti dei leptoni pesanti at-
traverso bosoni elettrodeboli. Poiché non sono stati osservati eccessi di segnale
rispetto alle predizioni del Modello Standard, sono stati posti dei limiti superiori
e inferiori sulla sezione d’urto di produzione e sulla massa dei leptoni pesanti.
Il limite inferiore di massa osservato è di 870 GeV al 95% di livello di confiden-
za considerando entrambi i canali con tre e quattro leptoni. In aggiunta, questo
risultato è stato combinato per la prima volta con quello già pubblicato dalla col-
laborazione ATLAS nello stato finale con due leptoni e due jet. In questo caso,
il limite inferiore di massa ottenuto combinando i canali con due, tre e quattro
leptoni è di 910 GeV al 95% di livello di confidenza.





Abstract

This thesis analyzes multi-leptonic final states to perform a search for the pair
production of heavy leptons as predicted by the Type-III SeeSawmechanism. The
analysis uses proton-proton collision data at a centre-of-mass energy of 13 TeV,
corresponding to 139 fb−1 of integrated luminosity recorded by the ATLAS de-
tector during the full Run 2 period of the Large Hadron Collider (2015-2018). The
search is focused on final states with three and four light leptons (electrons and
muons) and large energy produced by the collision coming from all the possible
decays of the heavy leptons via intermediate electroweak bosons. As no sig-
nificant excesses with respect to the Standard Model predictions are observed,
upper and lower limits on the production cross-section and on the heavy lepton
masses are set. The observed lower mass limit is 870 GeV at 95% of confidence
level considering both three- and four-lepton channels. In addition, this result is
combined for the first time with the ones already published by the ATLAS Col-
laboration in the two leptons plus two jets final state. In this case, the observed
lower mass limit combining two, three and four lepton channels is 910 GeV at
the 95% of confidence level.
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Introduction

During the past decades, the particle physics community has been devoted to
describing the fundamental forces of Nature through a theoretical model called
the Standard Model (SM) of particle physics. The Standard Model is the result
of fundamental theories developed during the XXth century which has led to
the discovery of many fundamental interactions and particles. The SM is up to-
day the most advanced and complete theory describing the building blocks of
matter and their interactions, strongly supported by experimental observations.
Despite the extremely precise predictions of this framework, some phenomena
are still under investigation, as the gravitational force which is not included in
the theory, the amount of baryonic matter in the universe or the explanation of
the non-zero mass of neutrinos. Several theoretical models have been developed
to answer open questions necessary for a complete description of Nature intro-
ducing new physics processes.

To provide precise measurements of all the Standard Model particles properties,
and to search for evidence of new physics phenomena, the largest particle ac-
celerator in the world was built, the Large Hadron Collider (LHC). It is located
at CERN laboratories in Geneva and it is designed to reach the un-precedented
center-of-mass energy of

√
s = 14 TeV during proton-proton collisions. One of

the biggest experiments at the LHC is carried on by the ATLAS Collaboration
which exploits a multi-purpose detector, A Toroidal LHC ApparatuS (ATLAS),
in order to perform searches for new physics signatures and measurements to
prove the Standard Model predictions at higher precision.

Beyond the Standard Model theories aim to fill some of the gaps predicting new
particles at different energy scales to explain the still open questions of the the-
ory. However, these scales are not known but there are hints that they could be
at the order of the TeV, within the energy reached by the LHC accelerator.

One of the most puzzling feature to be addressed in modern particle physics
is represented by neutrinos masses. In the SM, neutrinos are massless, while ob-
servations provide evidence of non-zero mass for these neutral particles. Their
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Introduction

extremely small masses compared to the ones of the other fermions appear un-
natural in the theory. The Type-III SeeSaw mechanism provides an elegant way
to give a very small mass value to each SM neutrino by introducing at least one
extra heavy fermionic SU(2)L triplet field coupled to electroweak gauge bosons.
These heavy neutral (N0) and charged (L±) leptons are expected to be produced
by electroweak processes at the LHC energy.

In this thesis a search for the Type-III SeeSaw heavy leptons in final states con-
taining three and four light leptons (electrons and muons) and large energy pro-
duced by the collision is presented. This analysis uses data collected by the AT-
LAS detector during the full Run 2 period (2015-2018) in LHC pp collisions at

√
s

= 13 TeV with an integrated luminosity of 139 fb−1 . High leptons multiplicity
channels provide key signatures for many new physics scenarios with a low con-
tribution of Standard Model processes and have the advantage of carrying low
systematic uncertainties associated with objects reconstruction.

The multi-leptonic final states are further divided into multiple regions of in-
terest depending on the heavy leptons decaymodes. Several kinds of background
coming from SM events affect the different regions with a common contribution
that arises from misreconstructed objects, such as leptons from wrongly recon-
structed objects or electrons with wrong reconstructed charge. For the latter,
an ad hoc data-driven technique is implemented for the estimation of this back-
ground source.

The signal strength in the three- and four-lepton channels is investigated
through a statistical likelihood fit, first individually and then in a combination
of these final states to search for possible excesses of signal events with respect
to the Standard Model predictions. Exclusion limits on exotic particles cross-
section and mass are set if no excesses are found. The results obtained with this
analysis are combined with the ones already published by the ATLAS Collabo-
ration for the Type-III SeeSaw search in the two leptons plus two jets channel,
showing for the first time measurements on these heavy leptons considering all
the most important decay channels.

This thesis is organized as follows. Chapter 1 presents the theoretical frame-
work of the Standard Model, the origin of neutrino mass and the Type-III See-
Saw model. Chapter 2 describes the LHC collider and the ATLAS detector with
all its sub-systems. Chapter 3 provides information on the objects reconstruc-
tion techniques and their performances. In Chapter 4 the ATLAS offline software
tools, as well as the simulated and collision data samples used in the analysis are
illustrated. Chapter 5 discusses the search for Type-III SeeSaw heavy leptons fo-
cusing on the analysis strategy and the systematic uncertainties, the background
estimation, the signal extraction techniques with a final detailed description on
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the obtained results. In Appendix A additional materials related to the analy-
sis are reported, while activities performed for the LUCID and the ATLAS Inner
Tracker detectors are shown in the Appendices B and C, respectively.
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Chapter 1

Theoretical Fundamenta

1.1 The Standard Model of Particle Physics . . . . . . . . . . . . . 2

1.1.1 Fundamental interactions . . . . . . . . . . . . . . . 4

1.2 Origin of neutrino mass . . . . . . . . . . . . . . . . . . . . . 14

1.3 The SeeSaw Mechanisms . . . . . . . . . . . . . . . . . . . . . 16

1.3.1 Type-III SeeSaw mechanism . . . . . . . . . . . . . . 17

1.4 Search at colliders . . . . . . . . . . . . . . . . . . . . . . . . 20

Theknowledge of the Universe’s structure has always been amilestone of the hu-
man history. To describe the elementary particles, and their interactions, which
compose it, the Standard Model of Particle Physics (SM) was formulated. The SM
is a quantum filed theory (QFT) developed in the second half of the 20th cen-
tury in several stages, finalized in the 1970s with the experimental observation
of the quarks. The last confirmation of the SM theory came in 2012 with the dis-
covery of the Higgs boson, which is often regarded as the biggest success in the
confirmation of the SM.

Though different experiments put the groundwork on this theory, several
phenomena are not yet explained by the SM, then Beyond the Standard Model
(BSM) theories are needed to give an alternative interpretation on this uncov-
ered physics processes. One of the most puzzling features of particles physics
is the origin of neutrino masses, which can be explained by the Type-III SeeSaw
mechanism, discussed in detail in this thesis.
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Theoretical Fundamenta The Standard Model of Particle Physics

1.1 The Standard Model of Particle Physics
The Standard Model of particle physics describes elementary particles, called
fermions, and their interactions, mediated by gauge bosons, in terms of gauge
theory [1]. Although four fundamental forces are present in nature, only three
of them are described in the SM: strong interactions, via Quantum Chromody-
namics (QCD) [2]; electromagnetic and weak interactions which are combined
in the electroweak interactions (EW) by the Glashow-Weinberg-Salam (GSW)
model [3–5]. The gravitational force is not included in the SM theory since
the general relativity, the canonical theory of gravitation, is not successfully ex-
plained in term of QFT.

The SM is defined by a local gauge symmetry of the group:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1)

where SU(3)C describes, through a non-Abelian group, the strong interaction
caused by the colour charge; SU(2)L ⊗U(1)Y represents the GWS theory, where
the special unitary groupSU(2)L is associated to theweak isospin, while the uni-
tary group U(1)Y is associated to the weak hypercharge. Each symmetry group
will be fully described in the following sections.

Exploiting the properties of the Lie’s Algebra groups1, number of gauge bosons
can be defined finding the number of generators for each group:

SU(3): 8 generators, corresponding to the gluons;

SU(2): 3 generators, corresponding to gauge fields,Wi;

U(1): 1 generator, corresponding to gauge field, B.

Through linear combinations of the gauge fields Wi and B, the ones associated
to the physical bosons (W±, Z0, γ) can be represented. The symmetry group in
(1.1) requires that all bosons should be massless, however it is experimentally
proved that the weak interaction mediators W± and Z0 have a mass of 80 GeV
and 91 GeV respectively. The explanation for weak bosons and fermion masses
was provided by three theorists: Higgs, Englert and Brout. They developed a
new mechanism, Spontaneous Symmetry Breaking [6], that introduces a neutral
scalar field, called Higgs field, giving mass to all of the SM fundamental particles.
These vector bosons are particles following the Bose-Einstein statistics and have
spin 1. As shown in Figure 1.1, only the weak force mediators are massive, for
this reason weak interactions have a short interaction range, as reported in Table
1.1.

1For a Lie group as SU(n) there are n2 − 1 generators, for U(n) these are n2.
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Figure 1.1: Constituents of the SM. Starting from left: fermions, divided into quarks
(upper part) and leptons (bottom part), gauge bosons, including the Higgs boson, and
particles outside the SM as the graviton or the heavy leptons predicted by the SeeSaw
mechanism. Adapted from [7].

Strong Electromagnetic Weak Gravitational
Range(m) 10−15 ∞ 10−18 ∞
Magnitude 1 10−2 10−6 10−39

Table 1.1: Main characteristics of the fundamental forces at the EW scale [1].

Fermions are spin 1/2 particles following the Fermi-Dirac statistics, divided into
leptons and quarks. Each kind of fermions is further split into three generations.
Leptons are formalized in a doublet structure, each doublet corresponds to a
flavour with the associates neutrino:

(
e

νe

)(
µ

νµ

)(
τ

ντ

)
.

Each lepton family has a leptonic number with a value of +1 for the leptons and -
1 for the anti-leptons, it is conserved under all the interactions. All leptons have
a negative charge (positive for anti-leptons), and they can interact via electro-
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Theoretical Fundamenta The Standard Model of Particle Physics

magnetic or weak force. Neutrinos, being electrically neutral, are only sensitive
to the weak interactions.

Quarks have six different flavours, categorized in the so called up-type (u, c,
t) with a charge of 2/3 and down-type (d,s,b) with a charge of -1/3:(

u

d

)(
c

s

)(
t

b

)
Quarks can interact via strong, electromagnetic and weak interactions. Hadrons
are composed by quarks and have an integer charge resulting from quarks charge
combination. Differently from the leptons, quarks are not directly observed,
since they are always bound in hadrons as a consequence of the phenomenon
called confinement [8]. Several quantum numbers are associated to the quarks:

• the flavour number, which is conserved under each interactions except the
weak one;

• the colour number, corresponding to the strong interaction charge. This
quantum number is characterized by the following values: red, blue and
green. Colour is conserved by all interactions and it is the responsible for
the confinement phenomenon since quarks can be observed only in a null-
color combination;

• the barionic number, addictive and conserved by all the three fundamen-
tal interactions included in the SM. Quarks (anti-quarks) have a barionic
quantum number of 1/3 (-1/3).

Fermions interact exchanging a field of quanta, corresponding to the photon
(γ) for the electromagnetic interaction, the Z0 andW± bosons for the weak in-
teraction and the gluon for the strong one. In the 1960s weak and electromagnetic
interactions were unified in the electroweak force [9].

1.1.1 Fundamental interactions
The SM, as a quantum field theory, describes the fundamental interactions by
coupling fields with particles. The SM includes all the fundamental forces except
the gravitational one, since it is described by a quantum theory not renormaliz-
able, but this does not modify the SM predictions due to its negligible contribu-
tion in particle physics, as shown in Table 1.1.

All of these interactions are included in the SM by a mathematical formalism
called gauge theory based on the concept of symmetry. In a gauge theory, the
potential generating the fields is not uniquely defined, then the gauge invariance
lays the possibility to arbitrary choose the potential to describe the same field.

4



The Standard Model of Particle Physics Theoretical Fundamenta

It means that the system Lagrangian is invariant under the transformation of
a certain group of symmetry (i.e. rotation, translation, time). Symmetries are
divided in two groups:

Global symmetry: Lagrangians are invariant under certain transformations
changing by the same amount in every point of the space-time;

Local symmetry: Lagrangians transformations depends on a parameter locally
defined which is different from point to point.

According to this theory the SM Lagrangian is invariant for both global and
local transformations. Following the Noether’s theorem, a continuous symmetry
results in a conserved quantity.

Quantum Electrodynamics

The Quantum Electrodynamics (QED) describes the electromagnetic interaction
in term of quantum field theory. QED is a formulation in quantomechanical
and relativistic terms of the Maxwell’s equations in absence of sources for the
magnetic field ~B

div ~B = ~∇ · ~B = 0, (1.2)

where the vector differential operator nabla, defined as:

~∇ = ( ∂
∂x
,
∂

∂y
,
∂

∂z
), (1.3)

is used to write the magnetic field as:

~B = rot ~A = ~∇ × ~A (1.4)

with ~A vector potential of the magnetic field. Introducing an arbitrary scalar
function Φ, its gradient can be added to the vector potential:

~A → ~A+ ~∇Φ (1.5)

as the magnetic field does not change under this transformation, due to:

~B = ~∇ × ( ~A+ ~∇Φ) = ~∇ × ~A. (1.6)

In absence of sources, the electric field ~E is defined as:

~∇ × ~E = −∂ ~B/∂t, (1.7)

5



Theoretical Fundamenta The Standard Model of Particle Physics

and using the (1.4), it can be written as:

~∇ × ( ~E + ∂ ~A/∂t) = 0. (1.8)

Identifying the scalar potential of the electric field ~E with V, the following equa-
tion is valid:

~E + ∂ ~A/∂t = −~∇V. (1.9)

In order to have also the electric field invariant as well as (1.5), the following
relation is needed:

V → V − ∂Φ/∂t. (1.10)

Using the covariant notation, the equation in (1.2) and (1.7) can be written as:

F µν = ∂νAµ − ∂µAν (1.11)

where µ and ν are four dimensions indices running on the space-time coordi-
nates, ∂µ = ( ∂

∂t
, ~∇), ∂µ = ( ∂

∂t
,−~∇), and F µν is the Maxwell’s electromagnetic

tensor:

F µν =


0 E1 E2 E3

−E1 0 B3 −B2
−E2 −B3 0 B1
−E3 B2 −B1 0

 = −F νµ (1.12)

and Aµ is the four-vector potential

Aµ = (V, ~A). (1.13)

F µν is invariant under gauge transformation, as described in the relation below:

Aµ → Aµ − ∂µΦ. (1.14)

The Maxwell’s electromagnetic tensor (1.11) can be compactly expressed in co-
variant notation:

∂µ
∗F µν = 0 (1.15)

where ∗F µν is obtained from F µν , replacing ~E → ~B and ~B → − ~E.
The other Maxwell’s equations are:

~∇ · ~E = ρ (1.16)

~∇ × ~B = ~J + ∂ ~E

∂t
, (1.17)

with ρ the electric charge density, ~J the current density and c = 1√
µ0ε0

= 1 (µ0 and
ε0 are respectively permeability and permittivity of the vacuum) corresponding
to the speed of light.

6
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Using the covariant notation, they can be expressed as:

∂µF
µν = −Jν (1.18)

where the electromagnetic current Jν is given by:

Jν = (ρ, ~J). (1.19)

Also theseMaxwell’s equations are invariant under the gauge transformation
(1.14), therefore:

• the electromagnetic current is conserved:

∂νJ
ν = −∂ν∂µF

µν = 0; (1.20)

• the equation (1.18), in absence of sources and in a Lorenz gauge (∂µA
µ =

0), satisfies the relation
2Aν = 0 (1.21)

where 2 is the D’Alembert operator, meaning that each component of
the vector potential (identified with the photon field) satisfies the Klein-
Gordon equation for a massless particle.

The QED Lagrangian can be written as:

LQED =Ψ̄(iγµ∂µ −m)ψ → Propagation of free fermion (1.22)

− 1
4FµνF

µν → Propagation of free photon (1.23)

− JµAµ → Interaction between gauge and matter field
(1.24)

where the first line represents the Dirac Lagrangian for free particles of spin 1/2
composed by the wave function Ψ(x) (with four complex components, a Dirac
spinor) and the γµ are 4x4 matrices [1].

If a mass term would be added for the photon, it should have the form:

Lγ = 1
2m

2AµAµ (1.25)

AµAµ → (Aµ − ∂µα)(Aµ − ∂µα) 6= AµAµ (1.26)

which violates the gauge invariance in 1.26. Therefore, the vector field associated
to the photon is massless. As an example, some QED processes are shown in
Figure (1.2).
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e−

γ

e−

e− → e− + γ

e−

e+

γ

e− + e+ → γ

e+

γ

e+

e+ → e+ + γ

γ

e−

e+

γ → e− + e+

Figure 1.2: The diagrams illustrate basic processes that may occur in positron and elec-
tron interactions with a photon. They are: fundamental QED vertex (top left); electron-
positron annihilation (top right); emission of a photon by a positron (bottom left); pair
production by a photon (bottom right).

Weak interaction and electroweak unification

Each SM fermion is sensitive to weak interaction, which has a significantly small
intensity compared to the strong and the electromagnetic ones at low energy.

The first theoretical explanation of the weak theory was given by Enrico
Fermi in 1934 studying the β-decay [10], described by the process:

n → p+ e− + ν̄e

and shown in Figure 1.3. The weak interaction is described as a quantum field
theory by theQuantum Flavor-Dynamics (QFD), which is symmetric for a gauge
rotation of SU(2)L. As described in the first section of this chapter, this group
has 3 generators associated to the physical bosons W± and Z0, which mediate
charge current (CC) and neutral current (NC) interactions respectively. In Figure
1.3 some CC and NC interactions are reported.

This theory was developed by Fermi following the electromagnetic theory
describing the weak interactions as a point-like vectorial (V ) current interac-
tion of four fermions. However, a parity violation was experimentally observed,
and the introduction of an axial (A) term was needed to guarantee the Lorentz-
invariance in the weak Hamiltonian. Writing separately the vectorial and the
axial currents for the leptonic case (for the hadronic particles they are the same),

8
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p n

e− νe

ν̄` `+ `− `−

W− W+ Z0

Figure 1.3: Feynman diagrams for: the β-decay (left); fundamental vertex of weak inter-
action in CC (center) and in NC (right).

the following relations are obtained:

Jµ
V =

∑
l

Ψ̄l(x)γµΨν`(x) (1.27)

Jµ
A =

∑
l

Ψ̄l(x)γµγ5Ψν`(x) (1.28)

with the γ5 chirality operator defined as γ5 = iγ0γ1γ2γ3, and the “β-decay”
Hamilationian with the V-A terms can be defined as:

HV −A = G√
2
[
ψ̄pγ

µ(1 − γ5)ψn

] [
ψ̄eγ

µ(1 − γ5)ψν

]
(1.29)

where G is the Fermi coupling constant. Defining the chirality projector opera-
tors:

ψL =1 − γ5

2 ψ → Left component (1.30)

ψR =1 + γ5

2 ψ → Right component (1.31)

it can be seen that the “left-handed” (LH) particles (or “right-handed” (RH) anti-
particles) in a weak coupling are the only selected ones, due to the presence of the
(1 − γ5) term. Consequently, in the weak sector, only the interactions between
LH particles and RH anti-particles are allowed.

The study of a possible unification of the electromagnetic and weak inter-
actions started in the 1960s by Glashow, Weinberg and Salam. The final results
were reached in 1968 with the formulation of the electroweak theory (EW). This
new theory is based on the SU(2)L × U(1)Y gauge symmetry group:

SU(2)L : the electroweak symmetry group, whose algebra is generated by the
weak isospin T ;

9
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U(1)Y : the weak hypercharge symmetry group, whose algebra is generated by
the weak hypercharge Y .

The electrical charge Q is defined by these two quantum numbers according to
the Gell-Mann-Nishijima formula:

Q = T 3 + Y

2 (1.32)

where T 3 is the third component of the weak isospin.
In the SU(2)L symmetry group, fermions fields can be written as:

ψ1(x) =
(
uL

dL

)
→ LH isospin doublet, (1.33)

ψ2(x) = uR , ψ3(x) = dR → RH isospin singlets, (1.34)

where the notations in 1.33 and 1.34 are valid for both leptons and quarks.
To construct the EW Lagrangian, LEW , three vector gauge fields associated

to SU(2)L (W a
µ (x), with a=1,2,3) and one vector gauge field (Bµ(x)) associated to

U(1)Y are introduced. The covariant derivative for the electroweak interaction
is defined as:

Dµ = ∂µ + ig
σa

2 W
a
µ + ig′Y

2 Bµ (1.35)

with σa Pauli matrices generating SU(2), g and g′ are the coupling constants
for SU(2)L and U(1)Y respectively. Given the field strength tensors:

W a
µν = ∂µW

a
ν − ∂νW

a
µ − gεabcW b

µW
c
ν (1.36)

Bµν = ∂µBν − ∂νBµ (1.37)

the EW Lagrangian can be finally derived:

LEW =
3∑

j=1
iψ̄j(x)γµDµψj(x) → Lepton propagation and interaction

− 1
4W

a
µνW

µν
a → SU(2)L fields free propagation

− 1
4BµνB

µν → U(1)Y field free propagation

(1.38)

As previously explained, boson should be massless as predicted by the theory.
Since experiments observed a non-null mass for the weak bosons mediators, a
complex scalar field needs to be added in the model to introduce a mass:

10
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φ =
(
φ+

φ0

)
= 1√

2

(
φ1 + iφ2
φ3 + iφ4

)
. (1.39)

The field introduced in 1.39 is the so called Higgs field. The corresponding
Higgs Lagrangian LHiggs is introduced in the SM in the form of:

LHiggs = (Dµφ)† (Dµφ) −
(
µ2φ†φ+ λ

(
φ†φ

)2
)

(1.40)

where the first term is related to the kinetic part, Dµ is the covariant deriva-
tive in 1.35 and the second part of the Lagrangian is the Higgs potential, V (φ).
The so called vacuum expectation value (vev) is the minimum value of the poten-
tial obtained for values µ2 < 0 and λ > 0:

∣∣∣φ†φ
∣∣∣ = −1

2
µ2

λ
≡ 1

2v
2. (1.41)

Thisminimum can be defined requiringφ1 = φ2 = φ4 = 0 andφ2
3 = −µ2/λ ≡ v2

breaking the symmetry of the weak interaction. This leads to the spontaneous
symmetry breaking. The field can be rewritten with the following expression:

φ(x) = 1√
2

(
0

v + h(x)

)
(1.42)

where h(x) is the small excitation above the minimum, representing the physical
Higgs boson. Themass eigenstates for the other physical bosons of the weak and
electromagnetic forces can be derived from 1.36 and 1.37 as:

W±
µ =

(W 1
µ ∓ iW 2

µ)
√

2
→ W± bosons (1.43)

Zµ = −Bµ sin(θW ) +W 3
µ cos(θW ) → Z0 boson (1.44)

Aµ = Bµ cos(θW ) +W 3
µ sin(θW ) → Photon boson (1.45)

where θW is the Weinberg angle, equal to about 30◦. It can be expressed in terms
of the weak coupling constants shown in 1.35:

θW = g√
g2 + g′2 . (1.46)

Due to the relation in 1.46, θW is also called mixing angle since it points out the
unification between weak and electromagnetic interactions.

With the addition of themass eigenstates (1.43 - 1.45) in theHiggs Lagrangian
(1.40), the masses of the gauge bosons can be obtained:
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mW ± = 1
2vg (1.47)

mZ0 = vg

2 cos (θW ) = mW ±

cos (θW ) (1.48)

mH =
√

2λv. (1.49)

In order to complete the electroweak theory, the quark sector is to be included.
Differently with respect to the leptons, quarks can mix flavours, experimentally
confirmed by the K-meson decay [11]:

K0(ds̄) → π−(dū)`+ν` (1.50)

involving a flavour variation due to an interaction between different quark fam-
ilies: s̄ → ū`ν`. To explain this phenomenon, Cabibbo introduced the mixing of
quarks describing the eigenstates of the weak interaction as a linear combination
of the mass eigenstates [12]. This theory was generalized with a 3 × 3 unitary
matrix, the CKM-matrix developed together with Kobayashi and Maskawa [13]:d

′

s′

b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


ds
b

 (1.51)

Quantum ChromoDynamics

Similarly to the interaction involved in the QED, quarks can exchange the me-
diator of the strong interaction: gluons. This force is described by the Quantum
ChromoDynamics (QCD) [14], based on the same gauge principles as QED. To
explain the hadron structure, the colour charge is introduced with three pos-
sible values. This group has 8 generators defined by the Gell-Mann matrices.
In this theory the colour charge is preserved since the QCD is invariant under
global gauge transformations. Furthermore QCD is a non-abelian theory which
implies that gluons carry colour charge and interact with each other.

Starting from the Dirac Lagrangian in 1.22, the SU(3) Lagrangian can be
derived:

L = ψ̄α
(
i��D

αβ −mδαβ
)
ψβ. (1.52)

Similar to the covariant derivative in 1.35, an additional derivative can be intro-
duced to guarantee the local gauge invariance of the 1.52:

Dαβ
µ = δαβ∂µ + igsAµa(T a)αβ (1.53)

12
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where δαβ is the Kronecker function, gs is the coupling constant of QCD, T a are
the group generators and Aµ is the gluonic propagator. The gluon field is then
represented by a tensor field as:

F a
µν = ∂νA

a
µ − ∂µA

a
ν + gsfabcA

b
µA

c
ν (1.54)

with fabc the fine structure constants of the group and the indices a, b, c indicate
a sum on the eight colour degrees of freedom of the gluon field. The last term of
the field structure involves a non-commutative feature of the QCD generators,
implying the gluons self-interactions. Finally the QCD Lagrangian can be written
as:

LQCD = −1
4F

a
µνF

µν
a −

∑
flavour

ψ̄f (γµDµ −mf )ψf . (1.55)

Fermion mass terms

The Higgs Lagrangian described in 1.40 generates the gauge boson masses leav-
ing SM fermions massless, while experimentally fermions have a non-null mass.
Fermion masses can be added to the Lagrangian, with the introduction of the
Yukawa interactions coupling to the Higgs boson, preserving the local gauge in-
variance. The Yukawa Lagrangian for leptons can be written as:

LLeptons
Y ukawa = −G

[(
ν̄`, ¯̀

)
L

(
φ+

φ0

)
`R + ¯̀

R

(
φ−, φ̄0

)(ν`

`

)
L

]
(1.56)

with the effect of the spontaneous symmetry breaking, leptons masses are ob-
tained:

LLeptons
Y ukawa = − G√

2
[
v
(

¯̀
L`R + ¯̀

R`L

)
−
(

¯̀
L`R + ¯̀

R`L

)
h
]

(1.57)

with a value ofm` = Gv/
√

2. As pointed out in 1.33 and 1.34, RH (`R) and LH (`L)
leptons are written as singlet and doublet terms respectively. While neutrinos,
which do not have RH states, remain massless. Similarly, the Higgs interaction
with quarks leads to the following Lagrangian:

LQuarks
Y ukawa = −mi

dd̄idi

(
1 + h

v

)
−mi

uūiui

(
1 + h

v

)
(1.58)

where i represents the number of quark doublets. Fermions masses derived in
1.57 and 1.58 are free parameters of the theory.
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Figure 1.4: Masses of all known fundamental fermions. A normal mass-hierarchy has
been assumed - m2ν1 < m2ν2 < m2ν3 - together with a rather conservative up-
per bound m2ν< 1 eV ∀i = 1, 2, 3. The light, hatched region indicates the six-orders-
of-magnitude “desert” between the largest possible neutrino mass and the electron
mass [18].

1.2 Origin of neutrino mass
Looking at the Lagrangian form in 1.57, in order to couple with the Higgs bo-
son leptons need both their chirality components. Since only RH (LH) field was
observed for neutrinos (anti-neutrinos), they cannot acquire mass via the Higgs
mechanism in the SM. If νR would exist, their interaction with matter would
require an additional term in the Lagrangian without changing the symmetry.

In 1958 Bruno Pontecorvo introduced the idea of neutrino oscillations [15].
Following this theory, if neutrinos oscillate between left- and right-handed states
and also between different neutrino flavours, their masses must be non-null and
not degenerate. Neutrino oscillations were observed experimentally [16], requir-
ing a massive field for these particles. Furthermore, due to the huge difference
with respect to the masses of the charged leptons (see Figure 1.4), the neutrino
mass term in the Lagrangian could involve a naturalness problem for the the-
ory [17].

The flavour oscillations of neutrinos was mathematically explained by Maki,
Nakagawa and Sakata in analogy with the CKM theory of the quarks’ sector,
introducing the PMNS matrix.

Since neutrinos are produced and detected in weak interactions, the weak
eigenstates must be considered, instead of the mass ones, in order to correctly
describe the oscillations. Considering for simplicity only two flavour eigenstates,
using a matrix to describe an angular rotation2 in the flavour space, a base trans-

2Because of the two eigenstates sets are orthonormal.
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formation is possible: (
νe

νµ

)
=
[

cos(θ) sin(θ)
− sin(θ) cos(θ)

](
ν1

ν2

)
(1.59)

and weak eigenstate can be written as a linear combination of mass eigenstates:

|νe〉 = + cos(θ) |ν1〉 + sin(θ) |ν2〉 (1.60)
|νµ〉 = − sin(θ) |ν1〉 + cos(θ) |ν2〉 . (1.61)

Since neutrino is a neutral particle, it may be either Dirac particle or neutral
Majorana particle [19]. For the Dirac particles, the mass term provided by the
theory is:

ν̄Lm
D
ν νR + h.c. (1.62)

where mD is a complex non-diagonal matrix, diagonalised using the PMNS
matrix as in the 1.59. Looking at the 1.62, it is clear that the RH neutrino is
required. This particle could only interact via gravitational force, being not sen-
sitive to any of the fundamental interactions of the SM. Therefore this particle is
called sterile neutrino [20].

A Majorana neutrino is defined as ν = νL + νC
L where νC is the charge con-

jugated field, νC = Cν̄T
L . Majorana neutrino mass term can be defined as:

ν̄L,Rm
M
L,Rν

C
L,R + h.c. (1.63)

wheremM is a complex non-diagonal matrix. A summary of the differences
among Dirac and Majorana particles are provided in Table 1.2.

This Majorana mass term introduces the possibility to have massive neutri-
nos only considering the LH chiral component. Since νL field comes from the
SU(2) doublet (νL, `L), the mass term in 1.63 would violate the isospin conser-
vation, which is difficult to accommodate in the SM. To account this Majorana
neutrino mass in the SM, a higher dimensional effective operator is needed, thus
the Weinberg operator O5 is introduced:

O5 =
(
φ̄†ψL

)T
C
(
φ̄†ψL

)
(1.64)

where φ is the SMHiggs field. This O5 is a 5-dimensional not-renormalizable
operator [21]. This problem can be solved interpretingO5 as an effective operator
produced at low energies by new particles, coming from new physics mechanism
at high energy scale.

In this context, the SeeSaw mechanism can fix the not-renormalizable prob-
lem of the Weinberg operator introducing Beyond the Standard Model leptons
connecting the LH SM neutrino masses with the masses of new RH neutrino-like
particles.
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Majorana Dirac

Physical State ψ=ψL+ψc
L ψ=ψL+ψR

Mass term mMψTψ = 1
2m

Mψc
LψL+h.c. mDψ̄ψ = mDψ̄RψL+h.c.

νL νL νL νR

Lepton Number Variation ∆L=2 ∆L=0

Required Scales m ∼ yv2/Λ → Λ ∼ 1015 GeV m ∼ vy → y ∼ 10−12

UP MNS parameters 3 angles θij 3 angles θij

3���CP phases δ,α,β 1���CP phase δ

Table 1.2: Comparison of Dirac and Majorana mass terms. Λ is a new physics mass
scale where Majorana neutrinos could acquire its mass, y the Yukawa Coupling, v is the
vacuum expectation value (vev). PMNS matrix is the equivalent of CKM matrix for the
leptonic sector.

1.3 The SeeSaw Mechanisms
The SeeSaw mechanism introduces new heavy particles to generate a tiny Majo-
rana mass for the neutrinos, providing the coupling with lepton and Higgs dou-
blets. This mechanism introduces heavy particles in a mass range of 102 − 1016

GeV. The neutrino mass introduced by the SeeSaw mechanism is given by:

mv = y
v2

M
(1.65)

where y is the Dirac Yukawa coupling, v the vev and M the heavy particles
mass. For very high values of M , y is the order of O(1), while for small values
ofM , y ∼ O(10−6).

The Weinberg operator can be produced without the addition of extra gauge
symmetries at high energies in three different ways:

Type-I introduces a fermion singlet N , that represents a RH sterile neutrino
which couples to one lepton and one Higgs doublet [22];

Type-II introduces a scalar weak triplet ∆ = (∆++,∆+,∆0), which couples to
two lepton doublets and two Higgs [23];

Type-III introduces a fermion weak triplet Σ = (Σ+,Σ0,Σ−), whose neutral
lepton component is considered as a RH neutrino [24].
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In the Type-I SeeSaw, the heavy right-handed Majorana neutrino is added to the
Standard Model with a mass value higher than 1011 GeV, which is far too heavy
to be probed experimentally at the LHC, while Type-II and Type-III provide mass
scales able to lower the weak triplet masses up to the TeV scale. In Figure 1.5

fν

fν

f∆ µ∆

fΣ

fΣ

ν φ0

N

ν φ0

ν

ν
∆0

φ0

φ0

ν φ0

Σ0

ν φ0

Figure 1.5: Generation of neutrino Majorana mass terms for the three versions of the
SeeSaw mechanism.

the diagrams of the three SeeSaw models are shown, which give contributions
to the Weinberg operator.

The study described in this thesis only includes the Type-III SeeSaw mecha-
nism.

1.3.1 Type-III SeeSaw mechanism

The Type-III SeeSaw model introduces at least two new heavy fermionic triplets
with zero hyper-charge in the adjoint representation of SU(2)L. They couple to
electroweak gauge bosons and generate neutrino masses through Yukawa cou-
plings to the Higgs boson and neutrinos. Then, these new neutral and charged
heavy leptons could be produced in electroweak processes in proton-proton col-
lisions at the Large Hadron Collider (LHC) at observable rates [26]. A simplified
model introducing only one fermionic triplet is considered for this thesis, since
only the lighter states could be observed at the TeV scale.

The heavy fermionic triplet components are:

~Σ =

Σ1

Σ2

Σ3

 . (1.66)

This triplet is coupled to the SU(2) doublet as:

Σ = ~σ~Σ = 1√
2

( √
2Σ3 Σ1 − iΣ2

Σ1 + iΣ2 −
√

2Σ3

)
=
(
N0 L−

L+ −N0

)
(1.67)
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where ~σ is the vector of Pauli’s matrices. Thus, the ~Σ fields, corresponding to
the physical particles, are defined as:

L± = Σ1 ∓ iΣ2√
2

, N0 = Σ3 (1.68)

where the charged Dirac fermions L+ and L− are, respectively, LL and LR,
while the neutral Majorana fermion is NL = N0 = NR. This nomenclature will
be used in this thesis referring to these heavy leptons.

The Yukawa Lagrangian for the Type-III SeeSaw can be written as:

L = i~̄ΣR��D~ΣR − 1
2
~̄ΣRM~Σc

R − ~̄ΣRyΣ
(
φ̃†~σψL

)
+ h.c. (1.69)

which can be divided, after the electroweak spontaneous symmetry breaking,
as:

Lν = −1
2
(
ν̄L N̄L

)( 0 v√
2y

v√
2y

T M

)(
νR

NR

)
+ h.c. (1.70)

L` = −
(

¯̀
L L̄L

)( v√
2y

` vy

0 M

)(
`R

LR

)
+ h.c. (1.71)

Finally the generated masses can be derived as follow:

m1 = vy` = mD
` (1.72)

m2 = −v2yT
Σ |M |−1 yΣ = mν = mM

` . (1.73)

In this thesis, the minimal Type-III SeeSaw model is considered, assuming the
heavy leptons are degenerate in mass.

Phenomenology

TheType-III SeeSaw heavy leptons, L± andN0, could be produced in pp collision
at the LHC through gauge couplings. They can be produced via qq̄ interactions
by Higgs, Z0 andW± bosons. Their possible decays modes are:

N0 → νH L± → `±H

N0 → νZ L± → `±Z

N0 → W±`∓ L± → W±ν.

Examples of the pair production of these heavy leptons decaying in final states
with three and four leptons is shown in Figure 1.10a and 1.10b, respectively. In
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the three-lepton channel, two opposite sign charge heavy leptons are produced
via a virtual Z boson: one heavy lepton decays in a lepton and a real Z0 boson
which produces a pair of leptons; the other one decays in a neutrino and a real
W± boson producing a quark- anti quark pair. In the four-lepton channel, a
virtualW± boson produces both neutral and charged heavy leptons: N0 decays
in a lepton and a real W boson which produces a quark- anti quark pair; L±

produces a lepton and an opposite sign lepton pair via a Z0 boson.
The L± and N0 total width and their decay BR into the SM leptons depend

on the leptons mixing matrix elements, Vi (i = e, µ, τ ). This matrix element only
enters in heavy leptons decays, while the production is independent due to the
coupling with the EW bosons. The BR is instead directly proportional to the
mixing angles values as:

BR ∝ |Ve|2

|Ve|2 + |Vµ|2 + |Vτ |2
. (1.74)

In Figure 1.6 the heavy neutrino branching ratios (BR) are reported as function
of its mass. The analysis performed in this thesis assumes the same BR for all

Figure 1.6: Branching ratios of the neutral component of the fermionic triplet as a func-
tion of its mass considering the following lepton mixing matrix elements: Ve=Vτ=0 and
Vµ=0.063. Since the heavy leptons are assumed to be degenerate in mass, BRs into W ,
Z and H bosons are the same for the charged component [27].

the three lepton flavours, BRe = BRµ = BRτ = 1/3, the so-called flavour-
democratic scenario. Theory and experimental independent measurements pro-
vide the following values for the allowed combinations [28–30]:

19



Theoretical Fundamenta Search at colliders

|Ve| < 5.5 · 10−2 |VeVµ| < 1.7 · 10−7

|Vµ| < 6.3 · 10−2 |VeVτ | < 4.2 · 10−4

|Vτ | < 6.3 · 10−2 |VµVτ | < 4.9 · 10−4
(1.75)

These theoretical assumptions imply constraints on the heavy leptons pro-
duction (via the minimal Type-III SeeSaw model) and decay modes (due to the
flavour-democratic scenario). The degeneracy does not limit the results of the
searches, since the theoretical calculations predict only a very fine mass-splitting
due to radiative corrections and the possible decays among the heavy leptons
are highly suppressed in the model [31]. On the other hand, the assumption
of a flavour-democratic scenario leads, in principle, to the possibility to obtain
small masses for the three generations of neutrinos inside the Standard Model.
Due to the huge difference between neutrinos and heavy leptons masses, this
consideration does not change the targeted phase-space.

1.4 Search at colliders
At the LHC several searches for Type-III SeeSaw heavy leptons considering dif-
ferent decay modes have already been performed. Using the LHC Run 1 (2010-
2013) data sample at

√
s= 8 TeV, ATLAS excluded heavy leptons with masses

below 335 GeV in final states with two light leptons (electron or muon) and two
jets [32]. Still in Run 1, the addition of the three-lepton final state improves the
limit to 470 GeV [33].

Exploiting Run 1 data, CMS performed a search investigating three kind
of branching ratio scenarios [34]: flavour democratic scenario, muon scenario
(BRe = BRτ = 0, BRµ = 1) and electron scenario (BRµ = BRτ = 0,
BRe = 1). Depending on the considered scenarios, lower limits are obtained
on the mass of the heavy partner of the neutrino that range from 180 to 210 GeV.
Each of these limits obtained with different BR scenarios is in agreement with
the others inside the uncertainty bands.

In Run 2 (2015-2018) considering proton-proton collisions at
√
s= 13 TeV, a search

performed by the CMSCollaboration has excluded heavy leptonmasses up to 880
GeV [35] in three- and four-lepton final states, while ATLAS focusing only on the
two leptons plus two jets final states has excluded heavy lepton masses up to 810
GeV [36,37]. CMS and ATLAS exclusion limits are shown in Figure 1.7b and 1.7a
respectively.
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A more general overview on the heavy leptons searches at colliders is given
by Figures 1.8 and 1.9, where the exclusion limits reported by several collabora-
tions are shown [38]. These results bound the mixing between a neutrino and the
heavy neutral lepton in the mass range 100 MeV - 500 GeV. In these figures two
kinds of complementary energy frontiers can be identified: heavy-mass short-
lived particles (upper-right part of the plots) and light-mass long-lived particles
(lower-left side of the plots). Heavy leptons, as the ones predicted by the Type-III
SeeSaw mechanism, require a different approach with respect to the searches for
long-lived particles, which have a very different signature due to their macro-
scopic distances travelled before decaying inside the detector. These distances
can range from order microns to several meters [39]. At the LHC, ATLAS [40],
CMS [41] and LHCb [42, 43] experiments performed several searches for long-
lived particles covering a large area of the phase-space to set exclusion limits on
particles masses and lifetimes.

For heavy neutrino (HN) masses below 1 MeV, the mixing between electron
neutrino and HN can be constrained by searches for neutrinoless double β decay
and fine measurements of β-decay energy spectra [44]. For 1 MeV < MHN < 1
GeV, the mixing with both muon and electron neutrinos can be constrained by
peak searches in leptonic decays of pions and kaons [44]. For mass values above
the MeV scale, heavy leptons searches need to reach higher energy frontiers,
such as the ones delivered by LHC.

Figures 1.8 and 1.9 summarize the state-of-the-art of heavy lepton searches
in the mass range 100 MeV - 500 GeV, showing the most important constraints
observed by collider experiments and some expected results from future experi-
ments. The gray area labelled ‘BBN’ corresponds to an HN with a lifetime more
than 1 second, that is disfavoured by Big Bang Nucleosynthesis (BBN) [45–47].
The brown contour labelled ‘Seesaw’ shows the mixing scale predicted by the
canonical SeeSaw mechanism at the GeV-scale [38].

For the electron neutrino case (Figure 1.8), the following limits are reported:

• the dotted dark brown area ‘EWPD’ is the 90% CL exclusion limit from
electroweak precision data [48];

• the contours ‘π → eν’ (solid yellow) [49–51] and ‘K → eν’ (solid black) [52]
are excluded at 90% C.L. by peak searches;

• the zones ‘PS191’ (dot-dashed magenta) [53], ‘CHARM’ (dot-dashed dark
blue) [54] , ‘NA3’ (solid light yellow) [55] and ‘JINR’ (dashed dark red) [56]
are excluded at 90% C.L. from beam-dump experiments;

• the solid cyan area ‘K → eeπ’ is excluded at 90% CL fromK-meson decay
search using a detector size of 10 m [57];
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• the solid green region ‘Belle’ represents the exclusion limit at 90% CL re-
ported by the Belle Collaboration for B-meson decay searches [58];

• the ‘L3’ (dashed pink) [59] and ‘DELPHI’ (dashed dark green) [60] contours
are excluded at 95% CL performing a reanalysis of the LEP data;

• the solid red region ‘LEP2’ is excluded at 95% CL by direct searches for
heavy leptons at LEP [61];

• the solid blue contour ‘ATLAS’ represents the exclusion limit obtained by
performing direct searches at

√
s = 8 TeV using the ATLAS detector at the

LHC [62];

• the ‘LHC 14’ contour (dashed blue) [44] is the expected exclusion limit
using LHC data at

√
s = 14 TeV with 300 fb−1 while the ‘ILC’ region (solid

purple) is the one obtained by using ILC data at
√
s = 500 GeV with 500

fb−1 [44, 63];

• the area ‘LBNE’ (solid light blue) is expected 5-year sensitivity of the LBNE
near detector assuming a normal hierarchy of neutrinos [64];

• the solid dark green region ‘FCC-ee’ is the projected sensitivity at the fu-
ture collider FCC-ee for 1012 Z-decays [65];

• the solid violet contour ‘SHiP’ is the projected reach of the proposed SHiP
detector at 90% CL [66, 67].

Some of these observations are also used to set limits on the mixing between the
muon neutrino and the HN (Figure 1.9), with in addition the following results:

• the solid black contour ‘K → µν’ is excluded at 90%CL by peak searches [52,
68];

• regions ‘BEBC’ (dotted orange) [69], ‘FMMF’ (dashed light cyan) [70], ‘NuTeV’
(dashed purple) [71] are excluded at 90%CL from beam-dump experiments;

• the solid cyan area ‘K → µµπ’ is excluded at 90% CL fromK-meson decay
search using a detector size of 10 m [57];

• the solid yellow contour represents the exclusion region at 95% CL from
HN searches in B-meson decays at LHCb [72];

• the dot-dashed dark blue area ‘CHARM-II’ is excluded at 90% CL from the
search for direct productionwith awide-band neutrino beam at CERN [73];
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• the solid red area ‘CMS’ is excluded at 95% CL from direct HN searches at√
s = 8 TeV [74].

In this thesis the search for the Type-III SeeSaw heavy leptons in three- and four-
lepton final states using the full ATLAS Run 2 dataset is presented. A combina-
tion with also the two leptons plus two jets channel will be given, showing for
the first time the exclusion limit for the three most significant decay modes of
the type-III SeeSaw heavy leptons.
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(a)

(b)

Figure 1.7: Expected and observed 95% CLs exclusion limits for the Type-III SeeSaw pro-
cess with the corresponding one- and two-standard-deviation uncertainty bands, show-
ing the 95% CL upper limit on the cross-section. The theoretical signal cross-section pre-
diction with its corresponding uncertainty band is also shown. Top: two-lepton channel
plus two jets performed by ATLAS [36]. Bottom: three- and four-lepton channel per-
formed by CMS [35].
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Figure 1.8: Limits on the mixing between the electron neutrino and a heavy neutral
lepton in the mass range 100 MeV - 500 GeV [38].

Figure 1.9: Limits on the mixing between the muon neutrino and a heavy neutral lepton
in the mass range 100 MeV - 500 GeV [38].
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Figure 1.10: Example of Feynman diagrams for the considered Type-III SeeSaw heavy
leptons pair production in the three- (a) and four-lepton (b) final states.
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The CERN (Conseil Européen pour la Recherche Nucléaire) is the world largest
research center., founded in 1954. It sits astride the French-Swiss border near
Geneva and now has 23 member states that cooperate to probe the fundamental
laws of the Nature. Particle accelerators and detectors are used to reach this
aim: beams of particles at very high energies are boosted into accelerators to
collide with stationary targets or with other accelerated beams; detectors allow
to record the results of each collision and observed them to perform every kind
of studies.

The Large Hadron Collider (LHC) was built at CERN and represents the state-
of-the-art of the particle accelerator. It is the newest CERN accelerator complex
and it is the world’s largest and most powerful particle accelerator. In 2010, it
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started a long series of important data-takings. LHC is a circular accelerator, on
its ring are placed four particle detectors: ATLAS, CMS, ALICE and LHCb.

2.1 The Large Hadron Collider
LHC is situated in the tunnel previously hosting the Large Electron-Positron Col-
lider (LEP, 1989-2000), from 45 to 175 m under the ground of Geneva, as schema-
tized in Figure 2.1. The collider ring is 26.7 Km long, it has superconducting mag-
nets with radiofrequency cavities to increase the energy of the particles. The ring
consists of eight arcs and of eight long straight sections (LSSs).LHC is designed
to boost protons or heavy ions up to a center of mass energy

√
s= 14 TeV or√

s= 2.76 TeV per nucleon, respectively. Particles travel in separate beam pipes
in opposite directions in ultra-high vacuum (10−10 torr) colliding in eight Inter-
action Points (IP). The large particle physics experiments ALICE, ATLAS, CMS
and LHCb are installed at IPs in the middle of four LSSs, while the other LSSs
house the collimation (or beam cleaning) system, the radio-frequency system,
the beam instrumentation and the beam dumping system.

Figure 2.1: The LHC system in the underground of Geneva [75].

In order to boost the beam, 16 metallic chambers containing an electromagnetic
field of 5.5 MV/m, known as radiofrequency cavities, are installed inside the ac-
celerator. These cavities are placed in four cylindrical refrigerators called cry-
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omodules, to work in a superconducting state. The two beams were structured
in a maximum of 3564 bunch slots. At the maximum performance, during the
Run-1 collisions took place every 50 ns, during the Run-2 every 25 ns. To keep
the beams into circular trajectories, 1232 NbTi superconducting dipole magnets
composed by coils of special electric cables, are used. They operate in supercon-
ducting state at 1.9 K, cooled by superfluid helium, and could generate a circulat-
ing current of 11.85 kA to endure a magnetic field of 8.4 T.The beams are focused
by 392 superconducting quadrupole magnets producing a 6.8 T field each.

To measure the number of collisions that can be produced in a detector per
cm2 and per second, a fundamental quantity called luminosity L is used. It is
one of the most important parameters of an accelerator and it is defined only by
machine parameters. Taking into account two identical beams, with a Gaussian
shape and perfectly overlapping at the IP, the luminosity L is defined as:

L = frnb
N1N2

4πσxσy

, (2.1)

with σx and σy are the transverse profiles of the beams, N1 and N2 the number
of protons per bunch, nb number of bunches, fr the beam-revolution frequency.
Generally, beams collide with a non-null crossing angle, then L can be written
as:

L = frnb
N1N2γ

4πσxσyβ∗εxy

· F, (2.2)

where εxy is the geometric emittance, γ the relativistic Lorentz factor and F is a
geometric reduction factor given by [76]:

F = 1√
1 + (σs tan φ)2

εxyβ∗

(2.3)

where σs is the bunch length and φ half of the crossing angle.
Circulating along the LHC ring, beams lose intensity following the relation:

L = L0 · e− t
τ (2.4)

where τ is a time constant which for LHC is ∼ 15 h.
In the period 2015-2018, the so called Run-2, LHC performed the last data

taking accelerating protons (and also heavy ions in dedicated runs) up to an en-
ergy of 6.5 TeV, producing collisions at a center-of-mass energy

√
s = 13 TeV at

a maximum instantaneous luminosity of L = 1.4 × 1034 cm−2 s−1. In Figure 2.2,
the scheduled periods of active work and technical stops together with the future
plans of upgrades [77] are reported.
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Figure 2.2: Time schedule of LHC, from Run-1 to last upgrade to High Luminosity
LHC [77].

Themost important luminosity-related parameters during the Run-1 and Run-
2 periods are reported in table 2.1.

Parameter 2015 2016 2017 Design

Beam Energy (TeV) 6.5 6.5 6.5 7

Bunch spacing (ns) 25 25 25 25

Max number of bunches 2244 2220 2736 2808

Protons per bunch 1.1 · 1011 1.1 · 1011 1.25 · 1011 1.1 · 1011

Peak Luminosity (cm−2s−1) 5 · 1033 1.1 · 1034 1.4 · 1034 1 · 1034

Average Pile-up (<µ>) ∼ 15 ∼ 25 ∼ 37 ∼ 20

Table 2.1: LHC performance during the operation of 2015-2017 compared to the machine
design values [78].

In Figure 2.3a and 2.3b, the mean number of interactions per filled bunch
crossing <µ>, called pile-up (µ), corresponding to the mean of the Poisson dis-
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tribution on the number of interactions per crossing, is shown as a function of
time, during pp collisions in 2015 [79] and 2018 [80].
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Figure 2.3: The mean number of interactions per filled bunch crossing per lumi-block
versus day during the pp runs of (a) 2015 [79] and (b) 2018 [80]. For this calculation, the
online luminosity measurement is used. Only the maximum value during stable beam
periods is shown.

The recorded luminosity as function of the pile-up and the luminosity deliv-
ered to (green) and recorded by (yellow) the ATLAS detector, in 2015-2018, dur-
ing stable pp beam collisions as a function of the time. are shown in Figure 2.4a
and 2.4b, respectively. The recorded luminosity is evaluated during the fraction
of time in which both the detector and the data acquisition system were active,
with respect to the delivered luminosity which is provided in a safe standby
mode. It is affected by the inefficiency of the data acquisition system, as well
as the inefficiency of the so‐called “warm start”: when the stable beam flag is
raised, the tracking detectors undergo a ramp of the high-voltage and, for the
pixel system, turning on the pre-amplifiers.

Integrated Luminosity
2015 ( pb−1) 2016 (fb−1) 2017 (fb−1) 2018 (fb−1)

Delivered 3.9 38.5 49.0 62.1
Recorded 3.6 35.5 46.4 60.0

Table 2.2: Delivered and recorded integrated luminosity L in 2010 and 2011 (
√

s = 7 TeV),
2012 (

√
s = 8 TeV), 2015 and 2016 (

√
s = 13 TeV), by the ATLAS detector. [83]
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Figure 2.4: Left: Luminosity distribution as function of the mean number of interaction
per crossing (pile-up) for the 2015-2018 pp collision data recorded by ATLAS at

√
s=13

TeV [81]. Right: Total integrated luminosity versus time delivered by LHC (green),
recorded by the ATLAS detector (yellow) and certified to be good quality data (blue)
during stable beams for pp collisions at 13 TeV centre-of-mass energy in 2015-2018 [82].

2.1.1 Acceleration Chain
The acceleration process in the LHC ring is only the final step of several acceler-
ation processes performed by the CERN accelerators chain, as depicted in Figure
2.8.

Protons are obtained by a simple tank of hydrogen gas, ionised using an elec-
tric field to create plasma separating protons from electrons. Protons are then
ready to be injected in an acceleration chain consisting of:

Linac2: linear accelerator to boost protons up to energy of 50 MeV (protons also
gain 5% in mass). A system of quadrupole magnets is used to focus the
beam. Protons (or heavy ions) are then injected to the Proton Synchrotron
Booster (PSB), which took them to a higher energy.

PSB: is made up 4 superimposed synchrotron rings to accelerate protons up to
2 GeV for injection into the Proton Synchrotron (PS).

PS: was the first synchrotron at CERN, bending bend the beams round the cir-
cular trajectory. PS produces a proton bunch every 25 ns with 25 GeV of
energy per proton. The beam is then sent to the Super Proton Synchrotron
(SPS).

SPS: is a circular accelerator measuring 7 km in circumference. It operates at
450 GeV using 1317 electromagnets and 744 dipoles keeping the beams on
a circular trajectory.
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LHC: is the world’s largest and most powerful particle accelerator, it is the
last stage of the accelerator chain. Beams are transferred from SPS into
two beam pipes at the LHC, one beam circulating clockwise and the other
counter-clockwise. Particle beams travel close to the speed of light guided
around the accelerator ring by two kind of superconducting magnets (both
dipole and quadrupole) at -271.3◦C (a temperature colder than outer space)
cooled by a system of liquid helium. In 20 minutes each beam reaches its
final energy of 6.5 TeV and collisions may start.

Along the LHC ring, the two beams are deviated to cross with each other in four
interaction points in correspondence of the four experiments. They are:

ATLAS: (A Toroidal LHC ApparatuS) is a multi-purpose detector designed to
work at high luminosity (L = 1034cm−2s−1) searching signatures of new
physics and to perform precise Standard Model measurements;

CMS: (Compact Muon Solenoid) is a multi-purpose experiment which works at
high luminosity. It pursues the same physics goals of ATLAS using differ-
ent detector technologies;

LHCb: performs precise measurements in the flavour physics, focusing on the
B mesons and CP violation observation. LHCb works at lower values of
luminosity (L = 1032cm−2s−1), using an asymmetric design covering the
forward direction along the beam pipe;

ALICE: (A Large Ion Collider Experiment) is designed to study the quark-gluon
plasma state produced in heavy ion collisions (mainly ions). Using nucleus-
nucleus collisions, it can work with a luminosity of L = 1027cm−2s−1.
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Figure 2.5: Scheme of the CERN accelerator complex [84].

2.1.2 Physics requirements

The LHC detectors were designed to observe rare physics processes in very chal-
lenging data taking conditions. The high luminosity and the large cross-sections
available at the LHC allow high precision measurements of QCD, electroweak
interactions and flavour physics. The severe conditions shown in Table 2.1 im-
pose stringent requirements on the detector. Considering pile-up values in 2017,
every 25 ns an average of 37 interactions per bunch-crossing must be recorded,
and it is a hard challenge.

The nature of proton-proton collisions imposes another difficulty involving
in multiple inelastic scatterings of hadrons constituents, namely partons, giving
a non-null probability of multiple interactions even in a single collision. These
events are referred to as underlying events. Rare processes from Beyond the Stan-
dard Model particles, such as the production of heavy leptons, doubly charged
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Figure 2.6: Different reconstruction of particles in ATLAS according to their different
interactions with materials [85].

bosons or supersymmetric particles, require the identification of experimental
signatures characteristic for theses kind of processes., as Emiss

T , secondary ver-
tex, or high-pT objects. These final states imposes demand on the particle recon-
struction capabilities for each detector and on the integrated luminosity needed.
In Figure 2.6 the reconstruction of several particles in the ATLAS detector ac-
cording to their different interactions with the detectors, is shown.

To identify and reconstruct physics phenomena, all the detectors must satisfy
a general set of physical and technical requirements:

• radiation-hard electronics, sensor elements. Due to the high particle fluxes
and the influence of overlapping events, a high detector granularity is
needed;

• fast electronic response to limit the dead-time of the data acquisition sys-
tem;

• large acceptance in pseudorapidity (η) and good azimuthal angle (φ) cover-
age formissing energymeasurement and high efficiency particle detection;
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• high resolution and full calorimetric and hadronic coverage for electron,
photon, jets identification and energy measurements;

• good resolution on the secondary vertices to reconstruct τ -leptons and b-
jets decays;

• tracking system with good charged-particle momentum resolution and re-
construction efficiency;

• good muon identification and momentum resolution over a wide range
of momenta together with the determination of the charge for high pT
muons;

• efficient triggering system for both hist- and low-pT objects with good
background rejection.
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2.2 The ATLAS detector
The ATLAS detector shown in Figure 2.7 [86] is a multi-purpose particle detec-
tor placed approximately 100 meters underground at the Point-1 site along the
LHC tunnel. It is is 44 m long and it has a diameter of 22 m and has a cylin-
drical symmetry. Different sub-detectors compose ATLAS which are designed
to reconstruct particles in pp collisions, such as electrons, photons, muons, jets
and neutrinos (which are reconstructed in terms of Emiss

T ). Starting from the IP,
concentric layers of sub-detectors arranged around the beam pipe are placed in
the following order: inner detector, the electromagnetic and hadronic calorime-
ters and the muon spectrometer. A magnetic system is also present to bend the
trajectory of charged particles and allowing precise reconstruction of particle
momenta.

The performance of the main sub-system are summarized in Table 2.3.

Muon 
Detector

Toroid 
Magnets

Solenoid 
Magnet

Semi-conductor
Tracker

Pixel
Detector

Tile
CalorimeterLiquid Argon

Calorimeter

Transition
Radiation
Tracker

Figure 2.7: Cut-away view of the ATLAS detector. The dimensions of the detector are
25 m in height and 44 m in length. The overall weight of the detector is approximately
7000 tonnes. Adapted from [87].

Particles are detected inside the detector using the ATLAS coordinate system,
taking the interaction point as the origin of the right-handed coordinate system
with the beam direction defined on the z-axis and, consequently, the x-y plane
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Detector component Required resolution Obtained resolution (2015) η coverage

Measurement Trigger

Tracking σpT/pT = 0.05% pT ⊕ 1% σpT/pT = 0.038% pT ⊕ 1.5% ±2.5

EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% σE/E = 10%/

√
E ⊕ 0.2% ±3.2 ±2.5

Hadronic calorimetry (jets)

barrel (Tile) and end-caps (LAr) σE/E = 50%/
√
E ⊕ 3% σE/E = 50%/

√
E ⊕ 3% ±3.2 ±3.2

forward (LAr) σE/E = 100%/
√
E ⊕ 10% - 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon spectrometer σpT/pT = 10% at pT= 1 TeV σpT/pT = 10% at pT= 1 TeV ±2.7 ±2.4

combined with tracker - σpT/pT = 7% at pT= 1 TeV ±2.7 ±2.4

Table 2.3: General performance goals [86] and obtained resolutions in 2015 [88] of the
ATLAS detector. If not indicated, the units for E and pT are in GeV.
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Figure 2.8: Left: ATLAS detector coordinate system. Right: Coordinate system in the
transverse momentum plane.

is transverse to the beam direction. The x-axis points to the center of the LHC
ring and the y-axis points up to the earth surface upwards. The z-axis divides the
detector in two equal parts one on the side-A, for positive values of z, the other
one on side-C, for the negative values. A transverse plane is defined in terms of
r-φ coordinates, with φ measured from the x-axis, around the beam and r is the
distance from the beam line. The polar angle θ is defined as the angle from the
positive z-axis. Assuming negligible the initial transverse momentum (in the xy
plane) of the proton beam, the final pT can be written as:

∑
pT ' 0, pT =

√
p2

x + p2
y (2.5)

then it is useful to identify a set of Lorentz-invariant variables, such as the ra-
pidity y:

y = 1
2 ln

(
E + pz

E − pz

)
, (2.6)

whereE and pz are the energy and the z-axis momentum component of the par-
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ticle. For objects with negligible mass with respect to the energy, it corresponds
to the pseudorapidity η:

η = −ln
[
tan

(
θ

2

)]
(2.7)

The transverse momentum pT, the transverse energy ET and the missing trans-
verse energy Emiss

T are defined in the x-y plane. In the η-φ space, ∆R distance
can be introduce:

∆R =
√

∆η2 + ∆φ2. (2.8)

The ATLAS detector has a forward-backward symmetry with respect to the IP.
The magnet configuration comprises a thin superconducting solenoid surround-
ing the inner-detector cavity, and three large superconducting toroids (one barrel
and two end-caps) arranged with an eight-fold azimuthal symmetry around the
calorimeters; this choice has driven the design of the rest of the detector.

2 T solenoidal field. wraps the inner detector region. Combining the inner
part, composed by high-resolution semiconductor pixel and strip detectors, and
the outer part, with straw-tube tracking detectors with the capability to generate
and detect transition radiation, momentum, trajectory, vertex measurements and
pattern recognition are achieved.

Measurements of energy and position of electrons and photons can be pro-
vided by the high granularity liquid-argon (LAr ) electromagnetic sampling calo-
rimeters with excellent performances. The hadronic calorimetry is a scintillator-
tile calorimeter which surrounds the LAr calorimeter, it is separated into a large
barrel and two smaller extended barrel cylinders, one on either side of the central
barrel.

The muon spectrometer surrounds the calorimeter and defines the overall di-
mensions of the ATLAS detector. A strong bending power is generated by the
air-core toroid system, with a long barrel and two inserted end-cap magnets. For
high-pT muons, the muon-spectrometer performance (see table 2.3) is indepen-
dent of the inner-detector system.

The proton-proton interaction rate at the design luminosity of 1034 cm−2s−1

is approximately 40 MHz (considering about 30 interactions per bunch crossing),
while the event data recording, based on technology and resource limitations,
is limited to about 1 kHz. The Level-1 trigger (L1) system uses a subset of the
total detector information to make a decision on whether or not to continue
processing an event, reducing the data rate to approximately 100 kHz (limited
by the bandwidth of the readout system). The high-level trigger provides the
reduction to a final data-taking rate of approximately 1 kHz.
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2.2.1 Tracking
All the ATLAS tracking system detectors are schematized in Figures 2.9a and
2.9b.

(a)

(b)

Figure 2.9: Top: Schematic layout of the Inner Detector including the new Insertable
B-Layer [86]. The distances to the interaction point are also shown. Bottom: Cut-away
view of the ATLAS inner detector [86].
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From the collision point, every 25 ns within |η| < 2.5 a very large track
density is generated in the detector with the production of about 1000 particles.

The Inner Detector (ID) placed close to the IP inside the central solenoid,
and it is the first detector crossed by a particle produced inside a collision. It is
immersed in a 2 T magnetic field generated by the central solenoid, which ex-
tends over a length of 6.2 m with a diameter of 2.5 m [86]. Bending particles by
the magnetic field, the ID provides measurements of the charge and momentum.
Interaction vertices are reconstructed by the extrapolation of tracks to their ori-
gin point in the beam pipe. The primary vertex corresponds to the vertex where
pp collisions take place, while secondary vertices correspond to the position of
heavy particle decay.

The ID is composed by the Insertable B-Layer (IBL), pixel and the Semi Con-
ductor Trackers, covering the region |η| < 2.5 (see Figure 2.9a and 2.9b) and
globally provides a transverse impact parameter resolution of ' 35 (' 10) µm
for pions with pT = 5 (100) GeV and a transverse momentum resolution of about
4% for 100 GeV muons.

In the barrel region, the ID is arranged on concentric cylinders around the
beam axis, in the end-cap regions it is located on disks perpendicular to the beam
axis (the IBL is not present in this region). Around the vertex region, using silicon
pixel detectors, the highest granularity is achieved.

The Insertable B-Layer (the 2015 upgrade of the ATLAS detector), the Pixel
and the silicon microstrip of the Semi Conductor Trackers (SCT), used in con-
junction with the straw tubes of the Transition Radiation Tracker (TRT) (see Fig-
ure 2.9b), allow to reach the required momentum and vertex resolution. The
resolution of principal kinematic quantities are listed in table 2.4.

Parameter pT η Value

Momentum resolution 100 GeV ∼ 0 3.8%

Momentum resolution 100 GeV ∼ 2.5 11%

Transverse impact parameter resolution 1000 GeV ∼ 0 11 µm

Transverse impact parameter resolution 1000 GeV ∼ 2.5 11 µm

Identification efficiency for pions 1 GeV - 84.0%

Identification efficiency for electrons 5 GeV - 90.0%

Table 2.4: Main performance of the ATLAS tracking detector.

The inner detector system provides tracking, vertex and impact parameter
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measurements in a range matched by the precision measurements of the elec-
tromagnetic calorimeter. The secondary vertex measurement performance is en-
hanced by the innermost layer of pixels and by the new IBL.

The combination of precision trackers at small radii with the TRT at a larger
radius gives very robust pattern recognition and high precision in both R-φ and
z coordinates.

The Insertable B-Layer

The IBL is the sub-detector closest the the beam pipe, it measures charged tracks
at the smallest radius from the beam lines. The IBL is made of a single cylindrical
layer of silicon pixel to give information on the decay vertices of short living
particles and the impact parameter. It is placed between the thinner Beryllium
beam pipe and the inner Pixel layer. Its layout is composed by a barrel layer
consisting of 14 staves equipped with both planar and 3D silicon pixels along 332
mm on each side of the ATLAS detector. The total envelope of the IBL in radius
is between 31 and 40 mm while the average radial distance of the sensitive area
from the beam is 33 mm. The radiation length at η = 0 of the IBL is 1.54% of X0.

IBL guarantees a full φ coverage for high-pT tracks with an intrinsic precision
in the coordinate measurements of 23 µm. The silicon pixel size is 50 µm in the
φ direction and 250 µm in the z direction in order to lower the occupancy at high
luminosity.

The insertion of IBL into the ID closes proximity to the interaction point, im-
proves the quality of the impact parameter and vertex reconstruction, increasing
the b-tagging performance. For example„ considering the b-tagging, the IBL re-
duces the probability of tagging thewrong particle type by a factor∼2 [90], while
providing the same tagging efficiency.

Pixel detector

The pixel detector (PD), Figure 2.10, is composed by three layers of silicon pix-
els, placed at 50.5, 88.5 and 122.5 mm from the detector center. Due to the high
particle density in this region, the PD has a thin granularity. All pixel sensors
are identical and are 50µm ×400µm. (φ × z) in size. The PD consists of 1744
pixel modules organized in the three barrel layers, containing approximately 67
millions of pixels. They are complemented by three end-cap disks on each side,
containing 13 millions of pixels corresponding to about 80 million readout chan-
nels. The total area covered by the PD system is about 1.7 m2. Due to the effect
of the Lorentz deviation, in the barrel region the pixel modules are tilted of 20◦

with respect to the cylinder’s tangent.
The innermost barrel layer is placed at R=51 mm and the outer one at R=123
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Figure 2.10: Cut-away view of the ATLAS pixel detector [86].

mm from the z-axis. Te first end-cap disk is located at |z|=495 mm and the last
at |z|=650 mm. The PD dimensions are chosen to maximize the probability that
a particle cross all the three layers. The intrinsic precision in the coordinate
measurements in the barrel is 10 µm for theR-φ and 115 µm for the z-coordinate,
while in the end-caps is 10 µm for the R-φ plane and 115 µm R-coordinate.

Themicro-strip detector

The layout of the detector is given in Figure 2.9b. The SCT system is designed
to provide track precision measurements of momentum, impact parameter and
vertex position in the intermediate radial range of the ID, where it is placed. The
SCT uses the similar semiconductor technology as the PD, providing measure-
ments with silicon microstrips of 120 mm × 60 mm in φ×z instead of pixels.

The SCT barrel section is composed of four layers of silicon microstrip mod-
ules placed at 300, 373, 447 and 520 mm from the beam pipe. This detector uses
stereo strips with small-angle (40 mrad) to the position measurements. One set
of strips is used in each layer parallel to the beam direction, to measureR-φ. The
radiation length at η = 0 is approximately 0.1 X0. In the SCT approximately 6.3
million of readout channels are provided.

In the end-cap region, nine layers of silicon microstrip are located in the
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region 850 mm< z< 2730 mm. The detectors have a set of stereo strips at small-
angle and a set of strips running radially.

Because of the pixel sensor geometry, they have good 2-dimension coverage,
on the other hand microstrips have a better resolution along one coordinate. The
spatial resolutions of the SCT in the barrel are 17 µm (R-φ) and 580 µm (z) and
in the end-caps are 17 µm (R-φ) and 580 µm (R).

The straw-tube tracking detector

The TRT is the outer part of the ID, see Figure 2.9b. It is a combination of a
Transition Radiation detector for the pattern recognition and a tracker based on
the straw tubes. With the Transition Radiation detector, light and heavy particles
can be discriminated through several layers of material with different refraction
indices, producing transition radiation depending on the speed of the incident
particle. The high relativistic particles (typically electrons) are recognised by the
wider emitted radiation with respect to the other incident particles.

A xenon-based gas mixture of the straw tubes is used to enhance electrons
identification capabilities by the detection of transition-radiation photons.

The detector is made by Polyimide drift (straw) tubes of 4 mm diameter con-
taining the anodes: tungsten wires plated gold, connected to the front-end elec-
tronics and kept at ground potential. A mixture of gases (70% Xe, 27% CO2 and
3% O2) is used to fill the gap between the straw and the wire. Ionizing par-
ticle induces a low amplitude signal on the anodes. The passage through the
polypropylene fiber stimulates transition radiation emission from ultrarelativis-
tic charged particles causing X-ray emission, which contributes to ionization as
a high energy signal. This process leads to an high signal in the TRT electronic
that can be distinguished from ionization signal by the its amplitude. Signals
are then amplified, shaped and discriminated according to the thresholds: a low-
threshold (LT) of about 300 eV and a high-threshold (HT) of about 6-7 keV.

Figures 2.11a and 2.11b show events as a function of the HT fraction, defined
as the ratio between the number of hits exceeding the HT and the total number
of hits on the track. From the shape of the curve electrons and pions can be
distinguished, as shown in the plots. The misidentification probability reaches a
maximum of 12% in the 0 < |η| < 0.625 region.

A large number of hits (typically 36 per track) is provided by the straw tubes
of the TRT, which enables track-following up to |η| = 2.0. The TRT only provides
R-φ information with a spatial resolution of 130 µm per straw. In the barrel
region, the straws are located parallel to the beam pipe and are 144 cm long,
their wires are divided into two halves, approximately at η = 0. In the end-cap
region, the straws are arranged radially in wheels. The radiation length at η = 0
is approximately 0.2 X0.
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Figure 2.11: The HT fraction for electrons from photon conversions and pion candidates
in the momentum range 4 GeV< pT < 20 GeV, in the barrel region (left) and in the
end-cap region (right) [91].

The resolution of the ID is parameterized in terms of z0, defined as the lon-
gitudinal impact parameter, and d0, as the distance of closest approach to the
beam-line:

σ(d0) = 12 ⊕ 88
pT

√
sin(θ)

µm (2.9)

σ(z0) = 95 ⊕ 160
pT

√
sin3(θ)

µm (2.10)

where the track pT is in units of GeV/c. In Figures 2.12a and 2.12b the impact
parameters resolution σ(d0) and σ(z0) measured from data in 2015 at

√
s = 13

TeV are reported, respectively.

2.2.2 Magnet system
For accurate track reconstruction and momentum measurement, a strong mag-
netic field must be used to provide sufficient bending power.

The curvature radius ρ of a particle with a charge q and a momentum p trav-
elling in a magnetic field B is derived using the Lorentz force:

ρ = |~p|
q
∣∣∣ ~B∣∣∣ . (2.11)

Equation 2.11 increases with momentum and decreases at higher magnetic field
values. The ATLAS magnetic system is 22 m in diameter and 26 m in length,
with a stored energy of 1.6 GJ. The general layout is shown in Figure 2.13. The
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Figure 2.12: Unfolded transverse impact parameter resolution measured from data in
2015,

√
s = 13 TeV, with the Inner Detector including the IBL, as a function of pT, for

values of 0.0 < η < 0.2, compared to that measured from data in 2012,
√

s = 8 TeV. The
data in 2015 is collected with a minimum bias trigger. The data in 2012 is derived from
a mixture of jet, tau and Emiss

T triggers. Figure 2.12a shows the distribution for σ(d0),
while Figure 2.12b for σ(z0) [92].

four main layers of detectors and the four superconducting magnets provide the
magnetic field over a volume of approximately 12000 m3.

Figure 2.13: Geometry of magnet windings and tile calorimeter steel [86]. The eight
barrel toroid coils, with the end-cap coils interleaved are visible. The solenoid winding
lies inside the calorimeter volume.

The system consists of following superconducting magnets:
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• a solenoid, 2.5 m of diameter and 5.3 m long, is aligned on the beam pipe
axis and provides a 2 T axial magnetic field for the ID. The layout was
designed to keep the material thickness in front of the calorimeter as low
as possible. The solenoid assembly contributes to a total of ' 0.66 radiation
lengths at normal incidence;

• a toroid system, provides a field orthogonal to the muon trajectories up
to ' 4 T. As shown in Figure 2.13, it is composed by eight Barrel Toroids
(BT) 25 m long, with an inner radius of 9.4 m and an outer diameter of 20.1
m, and two End-Cap Toroids (ECT) 5 m long (inner radius 1.64 m, outer
diameter 10.7 m). The ECT coil system is rotated by 22.5◦ with respect to
the barrel toroid coil system in order to optimise the bending power at the
interface between the two coil systems and to provide radial overlap. Its
field is orthogonal to the beam axis and deviates particles in the region 1.4<
|η| <2.7, while the BT provides the particle bending in the region η < 1. In
the transition region 1.0< |η| <1.4, the magnetic field is produced by both
the BT and the ECT.TheATLASmagnetic system is cooled at liquid helium
temperature (4.8 K).

2.2.3 Calorimetry
The calorimeter is designed to trigger and to measure destructively energy and
position measurements of electrons, photons, jets, neutrons and missing ET. It
is designed to absorb most of the particles coming from a collision, forcing them
to deposit all of their energy and stop within the detector.

A view of the ATLAS calorimetry system and its main characteristics are
shown in Figure 2.14 and in Table 2.5 respectively. The calorimeters cover the
range |η| < 4.9. On the η region matched to the ID, (|η| < 2.5), the high granu-
larity of the EM calorimeter is designed for precision measurements of electrons
and photons. The minor granularity in the rest of the calorimeter is sufficient to
satisfy the physics requirements for jet reconstruction and Emiss

T measurements.
Several sub-systems are involved in the ATLAS calorimeter system, all of

them placed in three cryostats, one barrel and two end-caps. The electromagnetic
barrel calorimeter is contained in the barrel cryostat, while the electromagnetic
end-cap calorimeter (EMEC), the hadronic end-cap calorimeter (HEC) and the
forward calorimeter (FCal) are located each one in the two end-cap cryostats to
cover the region closest to the beam. The FCal uses Liquid Argon (LAr) to provide
both electromagnetic and hadronic energy measurements.

All the calorimeters need an active material to measure the particles energy.
LAr has been chosen for its intrinsic radiation-hardness, its stability of response
over time and its intrinsic linear behaviour. In the hadronic barrel scillintating
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Figure 2.14: Cut-away view of the ATLAS calorimeter system [86].

Calorimeter Type Active material Passive material X0 λ η coverage

EM LAr (barrel/end-cap) LAr Pb 22/24 2.2 < 1.475 / 1.375 < |η| 3.2

Hadronic Tile Scintillating tiles Fe 9.7 0.8 < |η| < 1.7

Hadronic LAr end-cap LAr Cu 10 1.5 < |η| < 3.2

LAr Forward (EM/Hadronic) LAr Cu/W 27/91 2.7/3.7 3.1 < |η| < 4.9

Table 2.5: Main features of the sampling calorimeters of the ATLAS detector. The inter-
action (λ) and radiation (X0) lengths values refer to |η| = 0 and |η| = 3.2 for the barrel
and the end-cap regions respectively.

tiles are used to contain the shower of jets .
Calorimeters provide good transverse energy resolution taking advantage

of its hermeticity and containing electromagnetic and hadronic showers. The
calorimeters have enough thickness to achieve a good containment for jets to
limit the punch-through into the muon system. The total thickness of the EM
calorimeter is more than 22 radiation lengths (X0) in the barrel and more than
24 X0 in the end-caps. The Hadronic calorimeter in the barrel provides good
resolution for high energy jets exploiting its 9.7 interaction lengths (λ) (10 λ in
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the end-caps). Considering also the 1.3 λ from the outer support, the total thick-
ness is 11 λ at η = 0, which is enough to reduce punch-through well below the
irreducible level of prompt or decay muons. Together with the large η-coverage,
this thickness will also ensure a goodEmiss

T measurement, which is important for
many physics signatures and in particular for Beyond Standard Model searches
as the one on the Type-III SeeSaw Heavy leptons. Secondary particles produce
other particles by the same mechanism generating a cascade. The longitudinal
size of an electromagnetic cascade is described in terms of the radiation length,
X0, depending on the material itself, representing the average path the particle.

In Table 2.3 the required resolutions of both EM and Hadronic Calorimeter
are reported.

LAr electromagnetic calorimeter

The EM calorimeter is a sampling calorimeter which uses LAr as active medium
and lead as passive medium. Lead plates were chosen as passive medium because
their large electromagnetic cross-section: high energy electrons and photons
mainly interact via bremsstrahlung or pair production, generating an electro-
magnetic shower. The radiation lengthX0 represents the average path a particle
needs to travel to reduce its initial energy by a factor 1/e. For example, calorime-
ters with 25 X0 thickness, has a shower leakage beyond the end of the detector
less than 1%, up to electron energies ∼ 300 GeV.

The EM calorimeter is composed by a barrel part and two end-cap compo-
nents in the η region in |η| < 1.475 and 1.375 < |η| < 3.2, respectively. In front
of the calorimeter, in |η| < 1.8, an additional pre-sampler detector, made by an
active layer of liquid argon of 1.1 cm thickness, provides a correction to the en-
ergy loss. The barrel part is divided into two half separated by a 6mm gap at z = 0,
whereas each end-cap is divided into two coaxial wheels: an outer one covering
the region 1.375 < |η| < 2.5 and an inner wheel covering 2.5 < |η| < 3.2.

The accordion geometry of the EM calorimeter is shown in Figure 2.15. It
has been chosen to provide a complete φ symmetry without azimuthal cracks.
The total thickness of the EM calorimeter is larger than 24 X0 in the barrel and
larger than 26X0 in the end-caps. Because many physics analysis, both searches
and measurements, require object in the region |η| < 2.5, the EM calorimeter
is segmented into three longitudinal sections. For the end-cap inner wheel, the
calorimeter is segmented in two sections in depth providing a lower lateral gran-
ularity than for the rest of the acceptance.

Figure 2.15 shows the the barrel calorimetry structure, arranged in three dif-
ferent layers:

Inner Layer: 4.3 X0 long, consists of strips with ∆η = 0.0031 to discriminate
charged and neutral pions;
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Middle layer: 16 X0 long, is divided in squared towers ∆η × ∆φ = 0.025 ×
0.025;

Outer layer: made by towers with ∆η × ∆φ = 0.050 × 0.025, was designed to
measure showers of electrons and photons with energy E > 50 GeV.

Figure 2.15: Sketch of a barrel module with the accordion geometry. The granularity in
η and φ cells of each of the three layers and of the trigger towers is also shown [86].

The readout system is composed by anADC system, shapers, analog pipelines
and pre-amplifiers located outside the cryostats. The readout electrodes are lo-
cated in the gaps between the lead absorbers and segmented in three conductive
copper layers separated by insulating Polyimide sheets.

In Figures 2.16a and 2.16b, the energy resolution obtained using simulated
single-particle MC samples for electrons and unconverted photons is shown, re-
spectively. The resolution is defined as the interquartile range of Ecalib/Egen,
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where Egen is the true energy of the generated particle and Ecalib is the recon-
structed energy.
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Figure 2.16: Energy resolution, σEcalib/Egen, estimated from the interquartile range of
Ecalib/Egen as a function of |η| for 2.16a electrons and 2.16b unconverted photons, for
different ET ranges [93].

Tile calorimeter

The tile calorimeter is a hadronic calorimeter designed to provide good mea-
surements of hadron energy and to contain hadronic showers to avoid strong-
interacting particles to reach the muon system. It is placed outside the EM
calorimeter and it is composed by a barrel and two end-caps. It is a sampling
calorimeter using iron as the absorber and scintillating tiles as the active mate-
rial.

The barrel and extended barrels (in the η region between the barrel and the
end-caps) are divided into 64 wedges, each 5.6 m and 2.6 m long respectively.
They are consisting of three layers in depth, approximately 1.5, 4.1 and 1.8 in-
teraction lengths (λ) thick for the barrel and 1.5, 2.6, and 3.3 λ for the extended
barrel. The interaction lengths λ represents the mean free path of particle be-
tween two inelastic interactions. The total detector thickness at the outer edge
of the tile-instrumented region is 9.7 λ at η = 0. To partially recover the energy
loss between the two barrel regions, gap scintillators are located along the in-
ternal edge of the extended barrel, where the readout of the EM calorimeter is
placed.
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The tile calorimeter covers the region |η| < 1.7. It measures jet energies with
a resolution:

σ(E)
E

= 50%√
E

⊕ 2.5% ⊕ 5%
E
, (2.12)

where the energy E is in GeV.

LAr hadronic end-cap calorimeter

The Hadronic End-cap Calorimeter cover the range 1.5 < |η| < 3.2. It consists
of two independent wheels per end-cap, placed directly behind the end-cap EM
calorimeter. Each wheel is built from 32 identical wedge-shaped modules, and
it is divided into two longitudinal segments, for a total of four layers per end-
cap. The wheels in close proximity to the interaction point are made by parallel
copper plates 25 mm long, as passive material, while those further away use 50
mm copper plates. The copper plates are separated with LAr gaps with 8.5 mm
of size, providing the active medium for this sampling calorimeter. The energy
resolution for the Hadronic End-cap Calorimeter is the same as in Equation 2.12.

LAr forward calorimeter

The Forward Calorimeter (FCal) is an electromagnetic and hadronic calorimeter.
It is placed very close to the beam pipe covering the region 3.1 < |η| < 4.9. The
FCAL allows detection of hadronic jets at angles less than 1◦ from the beam-axis.
It is approximately 10 interaction lengths long, and it is segmented in three mod-
ules, as shown in Figure 2.17, in each end-cap. The first has copper as passive
material and it is optimised for electromagnetic measurements, the other two are
instead used to measure predominantly the energy of hadronic interactions and
they are provided with tungsten as passive material. Each module consists of a
metal matrix, with regularly spaced longitudinal channels filled with the elec-
trode structure consisting of concentric rods and tubes parallel to the beam axis.
The LAr in the gap between the rod and the tube is the sensitive medium.This
geometry allows for excellent control of the gaps, which are as small as 0.25 mm
in the first section, in order to avoid problems due to ion buildup.

2.2.4 Muon system
The ATLAS Muon Spectrometer (MS) is designed to reconstruct muons and it is
located in the outer part of the detector (see Figure 2.18) since they travel much
more than other particles (neutrinos excepted) which not escape the hadronic
calorimeter. Muons are then reconstructed combining information provided by
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Figure 2.17: Schematic diagram showing the three FCal modules located in the end-cap
cryostat [86]. The material in front of the FCal and the shielding plug behind it are also
shown. The black regions are structural parts of the cryostat. The diagram has a larger
vertical scale for clarity.

ID, energy deposits in the calorimeters and MS. The MS covers the region |η| <
2.7.

As muons fly out of the collision point, their tracks curve due to a surround-
ing toroidal magnetic field which bends them in the R − z plane, to derive the
muon’s momentum. TheMS allows and independent measurements with respect
to the one provided by the ID, since its trajectory is changed by the magnets. The
spectrometer has an outer diameter of 22m and it is composed by separate trigger
and high-precision tracking chambers. In the barrel region, tracks are measured
in chambers arranged in three cylindrical layers around the beam axis at a dis-
tance of ∼ 5 m (inner station), 7.5 m (middle station) and 10 m (outer station); in
the transition and end-cap regions, the chambers are installed in planes perpen-
dicular to the beam, also in three layers at distances of |z| ∼ 7.4 m, 10.8 m, 14 m
and 21.5 m from the IP.

Over most of the η-range, a precision measurement of the track coordinates
in the principal bending direction of the magnetic field is provided by Monitored
Drift Tubes (MDT). At large pseudorapidities (2 < |η| < 2.7), the same measure-
ments are performed by the Cathode Strip Chambers (CSC), the multiwire pro-
portional chambers with cathodes segmented into strips.

The trigger system covers the pseudorapidity range |η| < 2.4 by the use of
Resistive Plate Chambers (RPC) in the barrel andThin Gap Chambers (TGC) in the
end-cap regions. The trigger chambers for the muon spectrometer are used for
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Figure 2.18: Cut-away view of the ATLAS muon system [86].

several other purposes as provide bunch-crossing identification, provide signals
above chosen pT thresholds, and measure the muon coordinate in the direction
orthogonal to the one determined by the precision-tracking chambers.

All relevant parameters of the Muon Spectrometer’s sub-detectors are sum-
marised in Table 2.6.

Type Chamber resolution in Hit/track Number of
z/R φ time barrel end-cap chambers channels

MDT 35 µm (z) - - 20 20 1088 339k
CSC 40 µm (R) 5 mm 7 ns - 4 32 30.7k
RPC 10 mm (z) 10 mm 1.5 ns 6 - 544 359k
TGC 2-6 mm (R) 3-7 mm 4 ns - 9 3588 318k

Table 2.6: Parameters of the four sub-systems of the muon detector [86]. The quoted spa-
tial resolution (columns 2, 3) does not include chamber-alignment uncertainties. Column
4 lists the intrinsic time resolution of each chamber type, to which contributions from
signal-propagation and electronics contributions need to be added.
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Resistive Plate Chambers

In the barrel, the trigger system consists of the RPCs, made by three concentric
cylindrical layers around the beam-axis covering the region η < 1.05. The low-pT
( below 10 GeV) trigger requires a coincidence in the middle RPC layers while
the high-pT ( above 10 GeV) trigger requires a further coincidence of hits in the
outer RPC layer, as shown in Figure 2.19.

Figure 2.19: Schematics of the muon trigger system [86]. RPC2 and TGC3 are the refer-
ence (pivot) planes for barrel and end-cap, respectively.

Each station consists of two independent detector layers, each measuring η
and φ. A track going through all three stations thus delivers six measurements
in η and φ. This redundancy in the track measurement permits the use of a 3-
out-of-4 coincidence in both projections for the low-pT trigger (RPC1 and RPC2
stations) and a 1-out-of-2 OR for the high-pT trigger (RPC3 station). This coinci-
dence scheme rejects fake tracks from noise hits and greatly improves the trigger
efficiency in the presence of small chamber inefficiencies.

The RPC is a gaseous parallel electrode-plate detector. The gas used is a
mixture of C2H2F4/Iso-C4H10/SF6 (94.7/5/0.3) which combines relatively low op-
erating voltage, non-flammability and low cost, while providing a comfortable
plateau for safe avalanche operation. Muons travelling the chamber produce pri-
mary ionization electrons which are multiplied into avalanches by a 4.5 kV/mm
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electric field.

Thin Gap Chambers

TGCs aremulti-wire proportional chambers segmented radially into one end-cap
and forward region. The peculiarity of these chambers is that wire-to-cathode
distance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm., allowing
very short drift time, less than 20 ns. The TGCs are filled with highly quenching
gas mixture of CO2 and n-C5H12 (n-pentane), to allow for operation in a quasi-
saturated mode. The highly quenching gas prevents the occurrence of streamers
in all operating conditions.

TGCs provide an azimuthal coordinate measurements complementing the
one given by the MTDs in the bending (radial) direction. The TGCs need good
time resolution to tag the beam-crossing with high efficiency (≥ 99%) and fine
granularity to provide a sufficiently sharp cut-off in the momentum of the trig-
gering muon. To satisfy all the physics requirements on the momentum reso-
lution, the size of the wire groups varies from 6 to 31 mm as a function of η,
corresponding to a variation in width from 10.8 mm to 55.8 mm. The spatial res-
olution of the TGCs is 4 mm in the radial direction and 5 mm in the φ coordinate.

Monitored Drift Tubes

The MDT detector is formed by two multi-layer (3 or 4 layers) drift tubes, with
diameter of 29.970 mm and aluminum walls, operating with gaseous mixture of
argon and carbon dioxide, at a pressure of 3 bar. They cover the pseudorapidity
region |η| <2.7, except for the innermost end-cap layer which covers |η| <2.0.
The electrons resulting from ionisation are collected at the central wire with a
diameter of 50 µm. Thewire is held in position at the tube ends to guarantees the
wire-tube concentricity with an accuracy of σ < 10 µm. The wire is also used
for the gas transfer in and out of the tube.

The operating gas was selected because of the good ageing properties. For-
mation of polymers is rare since no hydrogen in present in the gas mixture. A
disadvantage of this gas mixture is the non-linear space-drift time relation and
the drift time of about 700 ns, longer than the typical gases such as Ar/CH4. The
non-linearity of the Ar/CO2 gas reduces the spatial resolution at high counting
rates since positive ions perturb the electric field.

Cathode-strip Chambers

The CSCs are multiwire proportional chambers with the wires oriented in the
radial direction with respect to the beam-axis to provide muon momentum in
the region 2 < |η| < 2.7. Cathodes planes are segmented both perpendicular and
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parallel to the wires to allow measurements in the longitudinal and transverse
coordinate, respectively. The track position is obtained by the interpolation of
the charges induced on neighbouring cathode strips. The CSC wire signals are
not read out. Considering a readout pitch of 5.31 mm and 5.56 mm for the large
and small chambers in the bending direction respectively, the CSC reaches a
resolution of 60 µm per CSC plane in the φ direction and of the order of one cm
in η. The time resolution is about 7 ns.

The CSCs are segmented into large and small chambers in φ with two disks
with eight chambers each. Each chamber contains four CSC planes to provide
four independent measurements in η and φ along the track.

In the first layer of the end-cap for η > 2, the MDTs are replaced by CSCs,
which combine high spatial, time and double track resolution with high-rate ca-
pability and low neutron sensitivity.

2.2.5 Forward detectors
To detect particles also in the high rapidity region (|η| < 4.9), not covered by
the central detectors, additional detectors are placed in the forward region. The
whole ATLAS Forward Detector system is illustrated in Figure 2.20. As shown,
the detector closest to ATLAS is LUCID (Luminosity measurement Using
CherenkovDetectors), followed by ZDC (ZeroDegree Calorimeter), AFP (ATLAS
Forward Proton) and ALFA (Absolute Luminosity For ATLAS).

The total pp interaction cross-section is the results of two main contributions
given by the elastic and the inelastic cross-sections:

σpp = σel + σinel. (2.13)

At the energies provided by the LHC, σel contributes for the 20% of the to-
tal σpp.The other 80%, is due to inelastic contribution including Single Diffrac-
tive dissociations (SD), Double Diffractive dissociations (DD) , Central Diffractive
production (CD) and non-diffractive processes.

The importance to instrument the forward part of ATLAS can be understood
by inspecting the plots reported in Figure 2.21. Looking at the left plot, is clear
that about 40% of the particles are produced outside the ATLAS central accep-
tance, while from the right one, that the energy released there is a tiny fraction
with respect to the total.

The Forward detectors allow to detect and study particles and processes not
detectable in the central region. The ATLAS Forward detector system is divided
into:

• LUCID is a Cherenkov detector designed to measure the relative luminos-
ity in the region 5.6 < |η| η < 5.9. It is placed at 17 meters from the IP.
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AFP

204 m

Figure 2.20: ATLAS Forward Detectors and their relative positions with respect to the
IP [94].

Figure 2.21: Particle flow (left) and energy flow (right) as a function of rapidity as ob-
tained by DPMJET generator for pp interactions at

√
s 14TeV [95].

It provides the ATLAS official luminosity measurement. Since the LUCID
detector is the core of my technical activity, it will be deeper discussed in
the Appendix B.

• MBTS is designed to detect low momentum particles and to select colli-
sions from low luminosity collisions. It is located at 356 cm from the IP
and covers a region 1.9 < |η| < 3.8.

• BCM is placed at a distance of 1.84 meters from the IP and covers the re-
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gion 3.9 < |η| < 4.1. It consists of diamond sensors revealing the passage
of charged particles. The BCM provides a measurement of the instanta-
neous relative luminosity detecting signals of beam instability, measuring
interaction rate and discriminating signals from background.

• ZDC is placed at ±140 meters from IP where the beam pipe is divided into
two separated tubes. It covers the region |η| > 8.3. Its time resolution is
about 100 ps, allowing the determination of the IP with a 3 cm precision
in z coordinate. Each side of the detector contains four modules: one elec-
tromagnetic and three hadronic calorimeters. They are made of quartz and
tungsten and are designed for relative luminosity measurements during
heavy ion runs. It measures the forward cross-section detecting neutral
particles (mainly photons and neutrons) very close to the beam pipe.

• ALFA is located at ±240 meters from the IP. It covers the region 10.6
< |η| < 13.5, to detect small-angle scattered protons. It measures the
proton cross section in elastic scattering collisions in the coulomb nuclear
interference region, used to evaluate the absolute luminosity of ATLAS.
Since the angle needed for this measure (∼ 3 µrad) is smaller than the
beam divergence, special beam conditions (large values of the betatron
function at the IP) are required. ALFA is made of scintillating fibre track-
ers and it is placed inside Roman Pots, which allow the sub-detectors to be
as close as possible to the beam-axis (∼ 1 mm). There are two Roman Pots
on each side at 4 m from each other. The ALFA spatial resolution is 25±3
µm.

• AFP was installed for the Run 2 data taking, to improve measurements
of protons positions and directions. It consists of two station per side: a
tracker is located at 205 m and another tracker with a ToF (Time of Flight)
detector is placed 217 m from the IP. The tracker achieves a high granu-
larity by using pixels of 10 µm×µm (x − y). The ToF detector provides
measurements of the ToF of the colliding particles with a time resolution
≤ 30 ps.

2.2.6 Trigger, readout, data acquisition and control systems
Thehuge amount of data collected by LHC in each collision cannot be completely
acquired and analyzed. ATLAS, through a complex Trigger and Data Acquisition
(collectively TDAQ [96]) system, manages the selections of events, needed to
reduce the information rate from ∼ 40 MHz to approximately 1 kHz.

The TDAQ systems, the timing- and trigger-control logic, and the Detector
Control System (DCS) are partitioned into sub-systems, typically associated with
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each sub-detector, with the same logical components and building blocks.

Trigger system

The trigger system has two distinct levels: L1 and the High-Level Trigger (HLT).
Each trigger level refines the decisions made at the previous level and, where
necessary, applies additional selection criteria.

• The L1 trigger searches for high transverse-momentummuons, electrons,
photons, jets, and τ -leptons decaying into hadrons, as well as large miss-
ing energy and total transverse energy. Its selection is based on informa-
tion from a subset of detectors. High transverse-momentum muons are
identified using trigger chambers in the barrel (RPC) and end-cap regions
(TGC) of the spectrometer. Calorimeter selections are based on reduced-
granularity information from all the ATLAS calorimeters. Results from
the L1 muon and calorimeter triggers are processed by the central trigger
processor, which combines the different trigger selections. Events passing
the L1 trigger selection are transferred to the next stages of the detector-
specific electronics and, subsequently, to the data acquisition via point-to-
point links. In each event, the L1 trigger also defines one or more Regions-
of-Interest (RoI), i.e. the geographical coordinates in η and φ, of those
regions within the detector where its selection process has identified in-
teresting features. The RoI data include information on the type of features
identified and the criteria passed. This information is subsequently used
by the high-level trigger. The diagram of the L1 operation is reported in
Figure 2.22.
The maximum L1 accept rate which the detector readout systems can han-
dle is 100 kHz, reduced from the initial 40 MHz.

• The HLT selection is seeded by the RoI information provided by the L1
trigger over a dedicated data path. The selections use, at full granularity
and precision, all the available detector data within the RoIs and the offline
analysis procedures. The systemmerges together the Run-1 two stage sys-
tem (L2 and Event Filer) to a single farm in order to reduce the complexity
and the duplication of CPU usage and network transfer. The configura-
tions and thresholds are set to reduce the trigger rate approximately to 1
kHz.

Readout architecture and data acquisition

The front-end electronics sub-system includes different functional components [86]:
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Figure 2.22: Block diagram of the L1 trigger. The overall L1 decision is made by the
central trigger processor, taking input from calorimeter and muon trigger results. The
paths to the detector front-ends, L2 trigger, and data acquisition system are shown from
left to right in red, blue and black, respectively [97].

• the front-end analogue or analogue-to-digital processing;

• the L1 buffer in which the (analogue or digital) information is retained for
a time long enough to accommodate the L1 trigger latency;

• the derandomising buffer in which the data corresponding to a L1 trigger
accepted events are stored before being sent to the following level. This
element is necessary to accommodate the maximum instantaneous L1 rate
without introducing significant deadtime (maximum 1%);

• the dedicated links or buses which are used to transmit the front-end data
stream to the next stage.

After an event is accepted by the L1 trigger, the data from the pipe-lines
are transferred off the detector to the Readout Drivers (RODs). The RODs are
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detector-specific functional elements of the front-end systems, which achieve a
higher level of data concentration and multiplexing by gathering information
from several front-end data streams.

Digitised signals are formatted as raw data before being transferred to the
DAQ system. The RODs follow some general ATLAS rules, including the defini-
tion of the data format of the event (changed significantly from Run-1 to Run-2),
the error detection/recovery mechanisms to be implemented, and the physical
interface for the data transmission to the DAQ system.

The first stage of the TDAQ, the readout system, receives and temporarily
stores the data in local buffers. It is subsequently solicited by the HLT that per-
forms the final selection. Selected events are moved to permanent storage at
the CERN computer centre. In addition to the movement of data, the data ac-
quisition system also provides for the configuration, control and monitoring of
the hardware and software components which together provide the data-taking
functionality.

The Detector Control System

The Detector Control System (DCS) permits the coherent and safe operation of
the ATLAS detector hardware and serves as a homogeneous interface to all sub-
detectors and to the technical infrastructure of the experiment. It controls, con-
tinuously monitoring and archiving the operational parameters, signals indicat-
ing any abnormal behaviour to the operator, and allows automatic or manual
corrective actions to be taken. The DCS also enables bi-directional communi-
cation with the data acquisition system in order to synchronise the state of the
detector with data-taking. It also handles the communication between the sub-
detectors and other systemswhich are controlled independently, such as the LHC
accelerator, the CERN technical services, the ATLAS magnets, and the detector
safety system.
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AnyATLAS physics analysis is based on the reconstruction and the identification
of the objects of interest, representing the observed characteristics of the parti-
cles produced by the pp interactions and travelling through the detector volume.
These objects are typically electrons, muons, tau leptons, jets and missing trans-
verse energy, reconstructed exploiting the technologies described in Section 2.2.

The first step in the reconstruction is related to objects representing individ-
ual particles, such as the tracks which are reconstructed in the Inner Detector
from spacepoint hits and cells clusters formed in the calorimeters. Leptons, pho-
tons and jets are reconstructed from tracks and calorimeter clusters. All of these
particles are then used to measure the total transverse energy, and via the en-
ergy balance, the so-called “missing transverse energy”, which is produced by
undetected particles as the SM neutrinos.
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In this work, leptons coming from IP are selected to be used in the analysis re-
gions, from now called as prompt leptons. As explained in detail in the following
sections, despite the exceptional performance provided by the ATLAS detector in
the object reconstruction, the analysis are not background free. Leptons which
are not originated in the IP but coming by secondary processes are referred to as
non-prompt leptons. The object reconstruction provided by the ATLAS detector
guarantees a high efficiency with a significant background rejection.

3.1 Tracks and Vertices
Tracks reconstruction is based on the particle interaction with the detector and
it is also used to detect charged particles via the ID. The extrapolation of the
track path to the beam line allows to locate primary vertices and to identify the
particles produced in the collision.

Track reconstruction exploits information provided by pixel and SCT detec-
tors, but it can be also extended with the TRT [98]. First, cluster are composed by
grouping pixel and stripes which have a common corner or edge with the charge
particle above a defined threshold. Particle path is built from three-dimensional
measurements, called space-points, which corresponds to the point where the
particle traversed the ID. In the pixel detector, each cluster equates to one space-
point, while in the SCT, clusters from both sides of a strip layermust be combined
to obtain a three-dimensional measurement.

In a dense environment with high pile-up, such as the ATLAS working con-
ditions, multiple tracks might share one cluster. In this context, it is useful to
introduce the several classes of clusters identified by either the “truth informa-
tion”, only available in simulation and referring to information at Monte Carlo
(MC) generator level, or reconstructed quantities in both collision data and MC
simulation. Two kind of cluster are defined: single-particle clusters, created by
charge deposits from one particle, and merged clusters, created by charge de-
posits from multiple particles. These definitions rely on truth information and
both cases are illustrated in Figures 3.1a and 3.1b.

Track seeds are obtained considering sets of three space-points. This ap-
proach maximizes the possible number of combinations while allowing a first
crude momentum estimation. In this case, a perfect helical trajectory in a uni-
form magnetic field is assumed. To ensure a good quality of the track recon-
struction, ATLAS uses two different sequences: the main inside-out track re-
construction and a consecutive outside-in tracking, depending on the order in
which space-points are considered to form tracks. In the inside-out method,
track seeds of three space points in the silicon detectors (SCT and pixel detectors)
form a triplet from which track candidates are reconstructed using a combina-
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(a) (b)

Figure 3.1: Illustration of (a) single-particle pixel clusters on a pixel sensor and (b) a
merged pixel cluster due to very collimated charged particles. Different colours represent
energy deposits from different charged particles traversing the sensor and the particles
trajectories are shown as arrows [98].

torial Kalman filter [99]. Tracks passing an ambiguity resolver algorithm are
then extrapolated outwards requiring coincident hits in the TRT. In the second
sequence, the outside-in one, TRT hits are used to seed tracks and they are ex-
tended backward towards the IP to identify coincident silicon hits.

Since a track seed is a collection of space points, it does not provide a para-
metrisation of track parameters with respect to the origin. Then, the track is pro-
jected in the transverse plane following a circular trajectory uniquely described
by three parameters: the transverse momentum (pT), the transverse impact pa-
rameter (d0) and the azimuthal angle (φ0). In Figure 3.2, a sketch of the track
obtained using three space points is illustrated.

It is useful to define the track impact parameters. The transverse impact pa-
rameter d0 is the shortest distance between a track and the beam line in the
transverse plane.. The longitudinal impact parameter z0 corresponds to the dif-
ference along the beam line between the point where d0 is measured and the
primary vertex or the beam spot. Usually tracks are required to have: |d0| < 2.0
mm and |z0 sin (θ)| < 3.0 mm, with θ polar angle of the track.

Tracks are reconstructed with a resolution in the transverse momentummea-
surement:

σpT
pT

= 0.05% × pT

GeV
⊕ 1%. (3.1)
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Figure 3.2: A sketch of the technique used to estimate the track parameters of the
seeds [99].

3.1.1 Primary Vertex

Primary vertices are obtained by grouping all the selected tracks that pass the
reconstruction requirements. Vertex candidate are generally reconstructed in
two stage: vertex finding and vertex fitting. The vertex fitting step deals with re-
construction of the current vertex position and its covariance matrix [100]. The
reconstruction strategy is a sequence of several steps: first a set of tracks passing
the selection criteria is identified, then the seed position for the first vertex is se-
lected as the one closest to the beam spot. The best vertex position is determined
using an iterative χ2 minimization applying in each iteration less compatible a
down-weight and the vertex position is recomputed. After the vertex position is
determined, the rejected tracks (incompatible with the vertex at 7 σ) are consid-
ered as input for a new vertex finding iteration. This procedure is repeated for
all the remaining tracks in the event. The vertex with the highest sum of squares
of transverse momenta (

∑
pT

2) is defined as primary vertex, while the other ones
are assumed to be pile-up vertices. In general, a primary vertex should contain
at least two tracks. The reconstruction efficiency of a vertex has been measured
using MC simulation: isolated vertices with 2 associated tracks has ∼ 85%, with
4 or more associated tracks is essentially 100%.
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3.2 Electrons
In the ATLAS detector, electrons produced in pp collisions pass through the In-
ner Detector to end its travel in the Electromagnetic calorimeter. Electron recon-
struction involves information from the ID, to define the angular direction at the
interaction point, and from EM calorimeter, to measure their energy. [101] Trav-
elling through the detector, an electron can lose energy due to bremsstrahlung
when interacting with the material it traverses. The radiated photon produced in
this process, may convert into an electron-positron pair which itself can interact
with the material that surrounds it. As a result, a single electron produces mul-
tiple tracks generating an electromagnetic shower. The secondary particles pro-
duced in this phenomenon are usually emitted at a very small angle, and match
with the same electromagnetic cluster. In Figure 3.3, a schematic illustration of
the elements involved in the electron reconstruction is reported.

electromagnetic 
calorimeter

second layer

f rst layer (strips)

presampler

third layer hadronic calorimeter

Rφ

Rη

TRT (72 layers)

SCT
pixels

insertable b-layer

beam spot

beam axis

d0

eProbabilityHT

η

φ

∆η×∆φ= 0.0031×0.098

∆η×∆φ= 0.025×0.0245

Figure 3.3: A schematic illustration of the path of an electron through the detector. The
red trajectory shows the hypothetical path of an electron, which first traverses the track-
ing system (pixel detectors, then silicon-strip detectors and lastly the TRT) and then
enters the electromagnetic calorimeter. The dashed red trajectory indicates the path of
a photon produced by the interaction of the electron with the material in the tracking
system [101].

Electron Reconstruction

Electron reconstruction is provided by ATLAS in the precision region of the de-
tector, for |η| < 2.47. Three fundamental components of the electrons signature
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characterise the reconstruction procedure: charged-particle tracks identified in
ID, localised clusters of energy deposits into the EM calorimeter, and closematch-
ing of the tracks in η×φ space, to the clusters to obtain the final electron candi-
dates [102].

Clusters are built in the EM calorimeters using the intermediate section, di-
vided into a grid of 200 × 256 towers with a granularity of ∆η × ∆φ = 0.025 ×
0.025. Electron cluster “seeds”, with transverse energy above 2.5 GeV, are
searched as longitudinal towers. For each element, the energy of the cells in all
the three calorimeter layers, as well as in the presampler, is summed to form the
energy of the tower. Electromagnetic-energy cluster candidates are then formed
around the seeds exploiting a clustering algorithm [103], removing also the du-
plicates. If two candidates are found within an area of ∆η × ∆φ = 5 × 9 units
of 0.025 × 0.025, the one with the higher ET is selected, assuming its transverse
energy is at least 10% higher than the other cluster. If not, the cluster with the
highest ET central tower is kept. This process guarantees a reconstruction effi-
ciency of 95% and more than 99% at ET = 7 GeV and ET = 15 GeV respectively,
as can be seen in Figure 3.4a and Figure 3.4b.
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Figure 3.4: The total reconstruction efficiency for simulated electrons in a single-electron
sample is shown in (a) as a function of the true (generator) transverse energy ET for each
step of the electron-candidate formation [104]. The reconstruction efficiency relative to
reconstructed clusters, εreco, as a function of electron transverse energy ET for Z → ee
events is shown in (b) [102].

The track information provided by the ID is analysed in two steps, exploiting
pattern-recognition and track fit. For the standard ATLAS pattern-recognition
algorithm, the pion hypothesis is used for the model of energy loss from interac-
tions of the particle with the detector material. To be selected, tracks seeds must
have three hits in the IBL, PIX and SCT, with also a momentum higher than 1
GeV . If a track seed with pT > 1 GeV cannot be successfully extended to a

68



Electrons Object Reconstruction

full track of at least 7 hits in the silicon detectors but if falls in the electromag-
netic cluster region of interest, a new attempt using electron hypothesis (instead
of pion) is performed. This second attempt allows up to 30% energy loss due
to bremsstrahlung. Tracks are fitted considering electron and pion hypothesis
using the ATLAS Global χ2 Track Fitter [105].

EM clusters and tracks are thenmatched considering the distance, in the η−φ
space, between the position of the extrapolated track in the EMmiddle layer and
the cluster barycentre. Tracks associated to electron clusters with a number of
precision hits higher than 4 are fitted using an optimised Gaussian Sum Filter
(GSF) [106] (based on a more general Kalman filter), which considers also the
energy loss due to non-linear bremsstrahlung.

The final step of the electron reconstruction procedure is the matching of the
GSF-track candidate to the candidate calorimeter seed cluster. This procedure is
similar to the one described above with more stringent criteria.

If more than one track fulfil the matching criteria, only one is chosen as pri-
mary tracks using an algorithm taking into account the cluster-track distance R
calculated using several momentum hypothesis, the presence of a hit in the first
silicon layer and the number of pixel hits. Electron candidate with no pixel hits
is removed and classified as a photon.

In Run-2, in order to reject the background from secondary particles and
conversions, electron tracks must be compatible with the primary interaction
vertex of the hard collision.

Electron Identification

To improve the purity of the selected electron, additional quality criteria called
identification selections are used. The Particle IDentification (PID) algorithm is
based on a large set of observables such as: track properties, calorimeter shower
shapes, information fromTRT, track-clustermatching related quantities and vari-
ables measuring bremsstrahlung effects to discriminate signal from backgrounds
events. With the insertion of the IBL in the LHC Run-2, the number of hits in this
innermost pixel layer is used to distinguish electrons from converted photons.

The baseline PID algorithm used in ATLAS, is the likelihood-based (LH) method.
It is amultivariate (MVA) techniquewhich evaluates simultaneously several elec-
tron properties when performing a selection decision. The LH procedure exploits
the signal and background probability density functions (PDFs) of the discrim-
inating observables defined above. An overall probability is then calculated for
the signal and background objects based on the PDFs. These probability are com-
bined into a discriminant dL on which a requirement is applied:
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dL = LS

LS + LB

, LS(B)(~x) = Πn
i=1Ps(b),i(xi) (3.2)

where ~x is the vector of discriminating variable values and Ps,i(xi) is the value
of the signal probability density function of the ith variable evaluated at xi. In
the same way, Pb,i(xi) refers to the background probability function. The LH
response dL has often a sharp peak at 0 (background) and 1 (signal), which is
inconvenient to select working points as it would require extremely fine binning.
Then an inverse sigmoid function is used to transform the discriminant:

d′
L = −τ−1 ln

(
d−1

L − 1
)
, (3.3)

where the τ parameter is set to 15 [107]. This MVA method guarantees a better
background rejection for a given signal efficiency than a “cut-based” analysis that
would use selection criteria sequentially on each variable.

Three fixed values of the LH discriminant are used to define three levels of
identification working points (WPs) for electron PID. These WPs are, in order of
increasing background rejection: Loose, Medium and Tight. Each WP uses the
same variables to define the LH discriminant, but the selection on the discrim-
inant is different. Electrons selected by Medium are all selected by Loose, and
Tight electrons are all selected by Medium.

The distributions of electron shower shapes depend on the amount of mate-
rial the electrons pass through, and therefore vary with the pseudorapidity of the
electron candidates. In addition, significant changes to the shower shapes and
track properties are expected with increasing energy. The PID operating points
were consequently optimised in several bins in |η| and ET .

Considering standard electroweak processes, the target efficiencies of the PID
WPs are, on average, 93%, 88% and 80% for Loose, Medium and Tight respectively,
increasing from low to high ET values. Medium and Tight operating points pro-
vide a reduced efficiency while guarantee an improved rejection of background
processes by factors of about 2.0 and 3.5, respectively, in the range 20 GeV < ET

< 50 GeV . In Figure 3.6a and 3.6b, the resulting efficiencies in data, as function
of ET and η, are shown. The discontinuity at ET =∼ 15GeV is due to a known
mismodelling of the observables used in the LH discriminant at low energies.
Using simulated events, the discriminant is optimized leading to an higher ef-
ficiency in data, resulting in the rise at low ET in the bottom panel in Figure
3.6a.

Electron Isolation

Further isolation criteria are implemented in most ATLAS physics analysis to
improve the discrimination between signal and backgrounds. The isolation vari-
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Figure 3.5: The electron identification efficiency in Z → ee events as a function of ET

(a) and as a function of η (b) for the Loose, Medium and Tight working points. The lower
panels show the ratio of the efficiencies measured in data and in MC simulations. The
total uncertainties include both statistical and systematic components. [104].

ables estimate the particle energy around the electron candidate and allow to
distinguish prompt electrons (the ones coming from heavy resonances decays)
from non-isolated electron candidates originated from heavy flavour hadron de-
cays or from converted photons produced in hadron decays, and light hadrons
misidentified as electrons.

Two classes of discriminating variables was designed for this purpose:

• a calorimetric isolation energy (Econe0.2
T ), defined as the sum of transverse

energies of all topo-clusters in the EM calorimeters inside a cone with ra-
dius ∆R = 0.2 around the electron cluster candidate. Only clusters with
reconstructed positive energy are taken into account in this sum. A cor-
rection depending on ET and η is applied to consider the electron energy
leakage outside this cluster.

• a track isolation (pvarcone0.2
T ), defined as the sum of transverse momenta of

all tracks within a cone with radius ∆R = min(0.2, 10GeV/ ET ) around
the electron track candidate., excluding the electron associated tracks. To
further improve the track quality, additional requirements must be satis-
fied, such as pT > 1 GeV , |η| < 2.5, at least 7 hits in the silicon detector
(Pixel + SCT) with at most 1 shared hit and not more than 2 and 1 missing
hits in the silicon and pixel detectors respectively. Finally to minimize the
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pile-up impact, the longitudinal impact parameter z0 must have |z0 sin θ|
< 3 mm.

The isolation WPs are defined depending on the cuts on Econe0.2
T /ET and

pvarcone0.2
T /pT . These operating points can be classified in two different ways,

with fixed cuts on the isolation variables or targeting a fixed value of efficiency.
The Gradient is designed to guarantee an efficiency about 90% at pT = 25 GeV
and 99% at pT = 60 GeV. The other operating points, such as HighPtCaloOnly,
Loose and Tight have a fixed requirements on the track isolation and/or on the
calorimeter variables. In Table 3.1 the requirements for these different WPs are
summarized.

Working Point Calorimeter Isolation Track Isolation

Gradient ε = 0.1143 ×pT + 92.14 % 0.1143 ×pT + 92.14 %

HighPtCaloOnly Econe0.2
T < max(0.015 ×pT , 3.5 GeV ) -

Loose Econe0.2
T /ET < 0.20 pvarcone0.2

T /ET < 0.15

Tight Econe0.2
T /ET < 0.06 pvarcone0.2

T /ET < 0.06

Table 3.1: Definition of the electron isolation working points and isolation efficiency ε.
In the Gradient definition, the momenta is expressed in GeV [104].

In Figure 3.6a and 3.6b, the electron isolation efficiency measured in data
recorded during 2017 is shown as function of ET and η.

3.3 Muons
Muons are the most penetrating particles (except the non-detectable neutrinos)
which travel from the interaction point, passing through the calorimeters with-
out being absorbed, and reach the outermost part of ATLAS detector, the Muon
Spectrometer.

Muon Reconstruction

In the MS, reconstruction starts searching for hit patterns in each of the muon
chambers which are then grouped into short straight-line local track segments.
In each MDT chamber and nearby trigger station, segments are identified by the
Hough transform pattern recognition algorithm [109], which searches for hits
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Figure 3.6: The electron isolation efficiency in Z → ee events as a function of ET (a) and
as a function of η (b) for different working points.The electrons are required to fulfil the
Medium selection from the LH-based electron identification. The lower panels show the
ratio of the efficiencies measured in data and in MC simulations.The total uncertainties
include both statistical and systematic components [104].

aligned on a trajectory in the bending plane of the detector. The hits in the trig-
ger chambers (RPC or TGC) are used to measure the coordinate orthogonal to the
bending plane. Segments in CSC are reconstructed using a separate combinato-
rial search in the φ and η detector planes. These information are fitted together
to create a three-dimensional track candidates choosing seeds from the middle
layers and moving inwards and outwards. Finally, a global χ2 fit of the muon
trajectory is performed, accounting the effects of possible interactions in the de-
tector material and possible misalignments between the different chambers.

Combining information from Inner Detector (described in Section 3.1) and
Muon Spectrometer (as well as from the calorimeters), four types of muons can
be defined, depending on which sub-detectors are used in reconstruction [110]
(see Figure 3.7):

Combined (CB) muon : Muon track candidates are reconstructed indepen-
dently in the ID and MS, then a combined track is obtained by a global
fit that exploits information provided by the ID and the MS sub-detectors.
Hits from MS can be added or removed to improve the fit quality. For |η|
> 2.5, MS tracks can be combined with short track segments from hits in
SCT and pixel detectors to form silicon-associated forward (SiF) muons.

Inside-out (IO) Combined : Muons are reconstructed using a complementary
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inside-out algorithm, extrapolating ID tracks to MS requiring at least three
loosely-aligned MS hits.This method has advantages for low-pT muons
(which lose a significant part of their energy in the calorimeter) andmuons
travelling in regions of limited MS coverage, recovering some efficiency.

Extrapolated and Standalone (ME) muons Are used when MS track cannot
be matched to an ID track and its parameters are extrapolated to the beam-
line. At least two layers of MS chambers in the barrel and at least three
layers in the forward region must be traversed. ME muons are used to
extend the acceptance outside that of the ID exploiting the whole MS cov-
erage up to |η| = 2.7.

Segment-Tagged (ST) muon : ID tracks candidate are extrapolated to the MS
requiring at least one reconstructed segment in MDT or CSC chambers.
Muon parameters are taken directly from the ID track fit.

Calorimeter-Tagged (CT) muon : Tracks candidates from the ID are extrap-
olated through energy deposits in the calorimeters consistent with a min-
imum-ionising particle. This kind of muons are used to recover the ac-
ceptance in regions where the MS is only partially instrumented (due to
cabling and other services) at |η| < 0.1. A pT > 5 GeV is required to suppress
the large background contamination at low pT .

Figure 3.7: Schematic drawing of the detector parts used for muon reconstruction. Sev-
eral muon types are defined depending on the detector parts used for the reconstruc-
tion [111].

In case of twomuons types share the same ID track, preference is given to CB
muons, then to ST, and finally to CT muons. The overlap with ME or IO muons
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in the muon system is resolved by analysing the track hit content and selecting
the one with the larger number of hits and better fit quality.

Muon Identification

After reconstruction, to further improve the muon quality, track candidates are
selected by a set of requirements on the number of hits in the different ID sub-
detectors and different MS chambers, on the track fit properties, and on variables
which test the compatibility of the individual measurements in the two detectors.
Several muon identification WPs are defined to suppress the background due to
non prompt-muons (mainly originated from pion and kaon decays) and to select
prompt muons with high efficiency and robust momentum measurement. Three
standard selection WPs are designed to address the specific needs of different
physics analyses. In order of increasing purity they are the Loose,Medium, Tight,
where, as in the electron case, muon selected byMedium are all selected by Loose,
and Tight muons are all selected by Medium. Two additional identification WPs
are designed to cover extreme phase space regions: High-pT and Low-pT .

Loose : is designed to maximize reconstruction efficiency and provide good-
quality muons. It was optimised for the reconstruction of the Higgs boson
in the four-muon channel, which benefits from a higher efficiency while
increasing systematic uncertainties and losing purity. All muon types are
used: CT and ST are restricted to be in |η| < 0.1 region; in the region |η| <
2.5, about 97.5% of the Loose muons are CB or IO, 1.5% are CT and ST, and
the last 1% are ST muons.

Medium : is the ATLAS standard WP for muons, providing appropriate effi-
ciency and purity for most of the analyses, minimizing the systematic un-
certainties associated with the prompt-muon efficiency while rejecting a
small fraction of background. Only CB and IO tracks are used. CB and
IO muon candidates must have at least 3 hits in more than 2 MDT layer,
except for muons in the |η| < 0.1 region, where tracks with at least 1 MDT
layer but no more than 1 MDT hole layer are allowed. ME and SiF muons
are also selected in the 2.5 < |η| < 2.7 region to extend the acceptance out-
side the ID geometrical coverage, requiring more than 3 MDT/CSC layers.
About 98% of muons passing the Medium WP are CB muons.

Tight : is the purest WP which provides a substantial background rejection
while losing a few percentage of efficiency compared to Medium. Only
Medium CB and IO muons with at least two stations of the MS are taken
into account. To remove pathological tracks and to guarantee a strong
rejection of misidentified object with pT < 20 GeV, the normalised χ2 of

75



Object Reconstruction Muons

the combined track fit is required to be < 8. Tight WP is used in analyses
that are limited by background from non-prompt muons.

High-pT : is used in searches for high-mass resonances to ensure an optimal
momentum resolution for muons with pT > 100 GeV. CB and IO muons
satisfying the Medium requirements with at least 3 hits in three MS sta-
tions are selected. This WP reduces the reconstruction efficiency of about
20% while improving the pT resolution of muons above 1.5 TeV by ap-
proximately 30%. High-pT WP provides the best momentum resolution
and guarantee an optimal rejection of poorly reconstructed tracks affected
by large uncertainties.

Low-pT : is theWP aimed to target the lowest-pT muons which cannot be fully
reconstructed in theMS and are identified based onMS segments. Only CB
and IO muons with at least one hit in precision MS station are considered,
except in the region |η| > 1.3, where muons with pT > 3 GeV have enough
energy to reach the second station, then at least two hits are required.
At this energy, a large amount of backgrounds from non prompt-muons is
present. The Low-pT WP provides an optimal separation between prompt-
muons and light-hadron decays guaranteeing an high efficiency and a good
background rejection. Two kind of Low-pT WP are developed: cut-based
(C-B) selection to reduce the kinematic dependencies of the background
efficiencies, and a multivariate WP to maximize the overall performance.

Themuon reconstruction and identification efficiency for Loose,Medium, and
Tight muons as measured in J/Ψ → µµ and Z → µµ events is shown in Figure
3.8a and 3.8b is shown.

The prompt muon efficiencies and light-hadron misidentification rates con-
sidering muons in the |η| < 2.5 region for different WPs in different pT regions,
are shown in Table 3.2.

Muon Isolation

As for the electrons, further isolation requirements can be imposed on muon
candidates to improve their quality. Muons from prompt decays of SM bosons or
predicted Beyond the Standard Model particles are produced isolated from other
particles in the events while non-prompt muons are close to jets and generally
surrounded by higher detector activity. If the contributions from light-hadron
decays or hadrons misidentified as muons are efficiently suppressed by the iden-
tification requirements, for heavy-flavour hadron isolation criteria are needed to
reject muons coming from their semi-leptonic decays.
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Figure 3.8: Muon reconstruction and identification efficiencies for the Loose, Medium,
and Tight criteria. The efficiencies measured in J/Ψ → µµ events as function of pT
and in Z → µµ events as function of η are shown in (a) and (b) respectively. The pre-
dicted efficiencies are depicted as open markers, while filled markers illustrate the result
of the measurement in collision data. When not negligible, the statistical uncertainty
in the efficiency measurement is indicated by the error bars. The panel at the bottom
shows the ratio of the measured to predicted efficiencies, with statistical and systematic
uncertainties. [110].

Working Point 3 < pT < 5 5 < pT < 20 20 < pT < 100 100 < pT

εµ(%) εhad(%) εµ(%) εhad(%) εµ(%) εhad(%) εµ(%) εhad(%)

Loose 90 1.17 98 1.06 99 0.25 98 0.12

Medium 70 0.63 97 0.85 97 0.17 97 0.07

Tight 36 0.15 90 0.38 93 0.12 93 0.04

Low-pT (C-B) 86 0.82 95 0.71 97 0.17 97 0.07

Low-pT (MVA) 88 0.73 96 0.66 97 0.17 97 0.07

High-pT 45 0.34 79 0.60 80 0.13 80 0.05

Table 3.2: Prompt-muon identification efficiencies εµ and light-hadron misidentification
rates εhad for the different selection WPs, evaluated in tt̄ MC samples in different pT
regions for |η| < 2.5. The pT is expressed in GeV [110].

Three types of variables are used to assess isolation: using independently the
information provided by the ID (track-based) or the the calorimeters (calorimeter-
based), or a combination of the two (particle-flow-based).
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Track-based isolation (p∗varconexx
T ) is defined as the scalar sum of the trans-

verse momenta of the ID tracks, excluding the muon track itself, in a cone of size
∆R around the muon track. Basing on the isolation selection criteria, ∆R can
be either 0.2 (labelled as pcone20

T ,) or min(10GeV /pµ
T , 0.3) (labelled as pvarcone30

T ),
with the latter optimised for topologies where jets or other leptons are close to
an energetic muon. The minimum required pT of tracks can be either 500 MeV
or 1 GeV , depending on the isolation criterion. This isolation criterion is mostly
independent of pile-up.

Calorimeter-based isolation (Etopoetcone20
T ) , is defined as the sum of the trans-

verse energy of topological cell clusters in a cone of size ∆R = 0.2 around the
muon, after the energy subtraction of the muon itself and corrections due to pile-
up effects. This technique tends to be more pile-up dependent than the track-
based isolation.

Particle-flow-based isolation is defined as the sum of track-based isolation,
using pvarcone30

T for pT < 50 GeV and pcone20
T for pT > 50 GeV , and the transverse

energy of neutral particle-flow objects in a cone of size ∆R = 0.2 around the
muon (labelled as Eneflow20

T ). In this case the latter is corrected for the pile-up
effects and the contribution of energy deposit of the muon.

The efficiencies for prompt muons and muons from heavy-flavour hadronic
decays are reported in Table 3.3, for tracks passing the Medium identification.

Working Point 3 < pT < 5 5 < pT < 20 20 < pT < 100 100 < pT

εµ(%) εHF(%) εµ(%) εHF(%) εµ(%) εHF(%) εµ(%) εHF(%)

Loose 63 14.3 86 7.2 97 6.1 99 12.7

Tight 53 11.9 70 4.2 89 1.0 98 1.6

PflowLoose 62 12.9 86 6.8 97 5.0 99 9.1

PflowTight 45 8.5 63 3.1 87 0.9 97 0.8

HighPtTrackOnly 92 35.9 92 17.2 92 4.5 92 0.6

TightTrackOnly 80 19.9 81 7.0 94 3.2 99 3.3

Table 3.3: Prompt-muon isolation efficiencies εµ and heavy-flavour hadron semileptonic
decays εhad for the different isolation WPs, evaluated in tt̄ MC samples in different pT
regions. The pT is expressed in GeV [110].
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3.4 Jets
In the ATLAS detector, a large variety of particles are produced. Quarks and glu-
ons hadronise immediately, originating a shower of collimated particles with a
momentum equal to the originating particle one. This shower of particles, called
jet, is reconstructed in ATLAS using the particle-flow algorithm [112]. As ex-
plained in the muon isolation section, particle-flow technique combines momen-
tum and energy measurements provided by both ID and calorimeter systems,
respectively.

The particle-flow method exploits a cell-based energy subtraction algorithm
to remove overlaps between momentum and energy measurements. A list of
tracks and a list of topo-clusters containing both the original and the subtracted
energy information are provided. Tracks reconstructed as described in the Track
Section 3.1 are selected, then a match to a single topo-cluster (formed in the same
way as for electron, outlined in Section 3.2) is attempted. The expected energy
in the cell of the calorimeter is computed looking at the track momentum and
the topo-cluster position. Since a single particle can release energy in more than
one topo-cluster, the algorithm assigns, for each track and cluster, the probability
that the particle energy was deposited in multiple clusters. Each topo-cluster is
ranked depending on the distance metric ∆R′ based on the distances ∆φ and ∆η
between the barycentre of the cluster and the track:

∆R′ =

√√√√(∆φ
σφ

)2

+
(

∆η
ση

)2

(3.4)

where σφ and ση are the angular topo-clusters widths.The correct topo-cluster
almost always lies at a small ∆R′ relative to other clusters. If no topo-clusters
are found in a cone of size ∆R′ = 1.64, it is assumed that the particle did not
release energy in the calorimeter. Using a discriminant accounting the expected
energy and the energy on the topo-cluster, single and multiple-topo cluster cases
can be distinguished. Topo-clusters within a cone of ∆R = 0.2 around the track
position are considered to be matched to the track. The energy deposited in the
calorimeters is then subtracted cell by cell from the set of matched clusters. Each
cell is weighted depending on their closeness to the extrapolated track, favouring
cells which are in proximity to the track. Finally, the remaining clusters which
are compatible with the expected shower fluctuations of the signal of a single
particle are removed.

The anti-kt algorithm [113] is used to reconstruct particle-flow jets, recom-
bining clusters with the following procedure:

• the distance dij is evaluated for each cluster i with respect to each other
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cluster j:

dij = min
(
p2k

T,i, p
2k
T,j

) ∆R2
i,j

R2 (3.5)

where ∆R2
i,j is the angular distance between clusters i and j in the η − φ

space, R is the cone radius of the jet and k is the parameter of the anti-kt

method fixed to -1;

• for each cluster i the distance from the beam line is evaluated:

diB = p2k
T,i; (3.6)

• the minimum distance between dij and diB is found out;

• if the minimum values is represented by dij , then combine i and j into a
single proto-jet and repeat from the first step. Otherwise i is considered
as a final state and do no consider it in further iterations.

The anti-kT algorithm is used in case of jet clusterization around hard seeds,
while for soft particles the kT (k = 1) [114] or for the energy independent clus-
tering the Cambridge/Aachen [115] (k = 0) are used.

Pile-Up Corrections

During pp interactions, a huge variety of particles not belonging to the primary
interaction vertex are produced (the so called pile-up (µ)).These secondary ob-
jects produced by the pile-up, can interfere or overlap with the objects of physics
interest, requiring additional calibration corrections [116]. This contribution is
accounted by subtracting the average energy due to pile-up and soft energy de-
posits in the calorimeter, from the energy measured, to guarantee precise jet
energy measurements. Pile-up events can be divided into two classed of events:
in-time. inside the same bunch-crossing, or out-of-time, from signals originating
from previous bunch crossings (typically when the electronics integration time
is larger than 25 ns). The correction constants used for this method are taken
by in situ studies depending on the number of reconstructed PVs (NP V ), the jet
pseudo-rapidity η and the bunch-spacing1:

pcorr
T = pjet

T −
〈
f jet (〈µ〉 , NP V , η)

〉
(3.7)

where 〈f jet〉 is measured from in-situ measurements or with MC simulation and
represents an average offset applied to the jet pT .Being applied as a mean value,

1Due to the fast response of the silicon tracking detectors, NP V is mostly unaffected by
out-of-time pile-up.
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such methods do not fully capture the fluctuations of the pile-up energy added
to the calorimeter on an event-by-event basis but it is only indirectly estimated
looking at its dependence on NP V . To reject any jets not coming from hard-
scattering interactions, thematching between the tracks and each jets is required.

To identify carefully pile-up jets, ATLAS has developed in Run 2, for parti-
cle flow jets, the Jet Vertex Tagger (JVT) algorithm [116], derived from variables
based on the sum of transverse momentum of jet ID tracks and theNP V , provid-
ing optimal performances.

Jet Vertex Tagger

The JVT is a discriminant derived by a pile-up correction (corrJVF) and a variable
defined on hard-scatter observables RpT . The corrJVF variables is defined as:

corrJVF =
∑

m p
track
T,m (PV0)∑

l p
track
T,l (PV0) +

∑
n≥1

∑
l
ptrack

T,l
(PVn)

k·nP U
track

(3.8)

where
∑

m p
track
T,m (PV0) is the scalar sum of the transverse momenta of the tracks

associated to a jet originated from the hard-scatter vertex.
The

∑
n≥1

∑
l p

track
T,l (PVn) = pPUT term, is the scalar sum of the pT associated to a jet

originated from any pile-up vertex and k is equal to 0.01. The corrJVF variables
aims to improve the efficiency of b-quark jets.

The variable RpT is defined as the scalar sum of the pT of the tracks that are
associated with the jet and originate from the hard-scatter vertex divided by the
fully calibrated jet momentum, which includes pile-up subtraction:

RpT =
∑

k p
track
T,k (PV0)
pjet

T

, (3.9)

which is peaked at 0 and is steeply falling for pile-up jets while has a larger
distribution for hard-scatter jets.

The JVT discriminant is based on a two-dimensional likelihood, using RpT

and corrJVF obtained from dijet events, exploiting the k-nearest neighbour (kNN)
method [107]. In the corrJVF-RpT plane, the relative probability for a jet to be
of signal type is calculated as the ratio of the number of hard-scatter jets to the
number of hard-scatter plus pile-up jets around the point. Signal and pile-up jets
are required to have 20 < pT < 50 GeV and |η| < 2.4.

The JVT algorithm provides the best performance in term of signal efficiency
and fake rates, giving a signal efficiencies of about 80%, 90% and 95% for pile-up
fakes rates of 0.4,% 1.0% and 1.3% respectively.
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Jet energy scale and resolution

To take into account the non-linear response of the calorimeter, energy from
particles outside the detector acceptance, energy losses due to both jet misrecon-
struction and inactive regions of the detector, the jet energy scale (JES) correction
is applied in the jet energy calibration stage [119]. After the pile-up subtraction
step, already explained before, an origin correction is applied to jets to recalcu-
late each topo-cluster using the new set of coordinates, unchanging the energy.
Then, looking at the truth particle jet, a correction factor depending on pT and
|η| is applied to improve the calibration. Finally, an in situ measurement is used
to fill the gap in the data-MC differences. Additionally, the jet energy resolu-
tion (JER) is an important systematic uncertainty for measurements involving
final states with the presence of jets and/or neutrinos since JER affects also the
missing transverse energy reconstruction [120].

The dependence of the JER on the pT of the jet can be parameterized exploit-
ing a calorimeter-based resolution as function of three independent contribu-
tions just like the noise (N ), stochastic (S) and constant (C) [121]:

σ (pT )
pT

= N

pT
⊕ S

√
pT

⊕ C. (3.10)

The noise term is due to the electronic noise of the front-end electronics, as well
as that due to pile-up. This term is expected to contribute in the pT region less
then 30 GeV. The stochastic term is affected by the statistical fluctuations in
the amount of energy deposited, representing the limited resolution for jet pT
up to several hundred GeV. The constant term corresponds to the fluctuations
due to the starting point of the hadron showers, the non-uniform response of the
calorimeter and energy depositions in passive material. It is dominant in high-pT
region (above ∼ 400 GeV ).

In Figure 3.10a and 3.10a, the data-to-MC ratio and the jet energy resolution
as function of the jet pT for particle flow jets are shown.

b-tagging algorithms

During the reconstruction of jets, an important role is played by the flavour iden-
tification, which classifies jets depending on its composition: hadrons with b-
quarks (b-jets), hadrons with c-quarks and no b-quarks (c-jets) and hadrons with
neither b- or c-quarks (light-flavour jets). The identification procedure is called
b-tagging [122]. Hadrons containing b-quarks are characterized by a long life-
time (about 1.5 ps and cτ ∼ 450 µm) with a significant mean flight path length,
travelling few mm in the transverse direction inside the detectors before decay-
ing. This phenomena involves events with at least one displaced vertex from the
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Figure 3.9: (a) Data-to-simulation ratio of the average jet pT response as a function of jet
pT .The errors represent the statistical (inner error bars and small inner band) and the to-
tal uncertainty (statistical and systematic uncertainties added in quadrature, outer error
bars and outer band) [117]. The relative jet energy resolution σ(pT )/pT as a function
of pT . The expectation fromMonte Carlo simulation is compared with the relative reso-
lution as evaluated in data through the in situ techniques using the momentum balance
of dijet events (triangles).The error bars on points indicate the total uncertainties on the
derivation of the relative resolution in dijet events, adding in quadrature statistical and
systematic components [118].

point where the hard-scatter occurred. The b-quark is also the heaviest quark
that can form hadrons, which results in a a heavy hadronic signature.

Twomain classes of b-tagging techniques, divided into several categories, are
used to identify b-jets: low-level and high-level algorithms. The taggers of the
first class exploit physical observables as the track impact parameters, the sec-
ondary vertices and the topological features of the hadron decays inside the jet;
while the second one combines algorithms of low-level using an MVA approach.

An inclusive approach based on the impact parameter of the charged particle
track is used by two complementary algorithms: IP2D uses d0/σd0 to construct
a discriminating variable, while IP3D exploits both d0/σd0 and z0 sin θ/σz0 sin θ in
a two-dimensional template taking into account their possible correlation. Ra-
tios of b-jets, c-jets and light-flavour jets is calculated using probability density
functions derived from MC simulations. A log-likelihood ratio discriminant is
then defined as the sum of the per-track probability ratios for each jet-flavour
hypothesis [123].

The secondary vertex tagging algorithm (SV) uses an exclusive approach, re-
constructing the displaced secondary vertex within the jet. A two-track vertices
hypothesis is built considering all the tracks associated with the jet, rejecting
tracks from decay of long-lived particles or photon conversion. When two-track
vertices are cleaned, SV1 algorithm runs iteratively on all the selected tracks to fit
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one secondary vertex. A χ2 test is used in each iteration to evaluate the goodness
of fit [124].

The JetFitter [125] algorithm, exploits the topological features of weak b- and
c-hadron decays within the jet to reconstruct the full b-hadron decay chain. A
customized Kalman filter is used to find a common line where the PV, the b and
c vertices lie, approximating the b-hadron flight path and the vertex positions.
This method allows to resolve the b- and c-hadron vertices even if only a single
track is attached to them.

In the high-level b-tagging algorithms, these three kinds of methods are com-
bined exploiting a boost decision tree (BDT) and a deep feed-forward neural net-
work (NN) defining the MV2 and the DL1 algorithms, respectively [123].

The MV2 is trained using the ROOT TMVA on the tt̄ and Z ′ samples. The pT
and |η| of the jets are included in the training to account the correlations with the
other input variables. The b- and c-jets are reweighted in pT and |η| to match the
spectrum of the light-flavour jets in order to discriminate between the different
jet flavours. These weights are then removed at the evaluation stage of the MVA
classifier. Three MV2 taggers have been developed by ATLAS, depending on the
fraction of c-jets used in the training, with different light-flavour versus c-jet
rejections: MV2c00, MV2c10 and MV2c20. The name of the tagger indicates the
c-jet fraction in the training, e.g. in MV2c20, the background sample uses of 20%
(80%) c- (light-flavour) jets. Different working points are defined as function of
the average efficiency of the b-tagging of 60%, 70%, 77% and 85%.

The DL1 is based on a NN training using Keras [126] and Theano [127] back-
end and the Adam [128] optimiser. The DL1 NN has a multidimensional output
corresponding to the probabilities for a jet to be a b-jet, a c-jet or a light-flavour
jet [123]. Similar to the MV2 method, DL1 reweighs jet in pT and |η| . In order to
improve the performance of the algorithm, the c-jet fraction in the background
training sample can be chosen a posteriori.

In Figure 3.10a, a comparison of the light-flavour jet rejection versus b-tagging
efficiency for all the presented algorithms is shown. The b-tagging efficiency of
the MV2 algorithm for the 77% working point as a function of jet pT is displaced
in Figure 3.10b.

3.5 Missing Transverse Energy
In collider experiments as ATLAS, momentum conservation in the plane trans-
verse to the beam axis implies, in first approximation, that the vectorial sum of
the transverse momentum of all the particles produced in the collision should be
zero in the final states. A value different from zero may indicate the presence
of SM neutrinos but also new particles predicted by Beyond the Standard Model
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Figure 3.10: (a) The light-flavour jet rejections versus the b-jet tagging efficiency for
the IP3D, SV1, JetFitter, MV2 and DL1 b-tagging algorithms evaluated on the baseline
tt̄ events. (b) b-tagging efficiency for the εb = 77% single-cut OP of the MV2 tagger
as a function of jet pT . Vertical error bars include data statistical uncertainties only
while the green bands correspond to the sum in quadrature of statistical and systematic
uncertainties [122].

(BSM) mechanism which escape the detector without being detected [129]. This
momentum imbalance is known as missing transverse energy (Emiss

T ) [130].
Emiss

T is reconstructed combining information of all the detected particles,
such as the reconstructed pT , energy deposits in the calorimeters and tracks
reconstructed in the ID. Emiss

T reconstruction is characterised by two main con-
tributions: hard objects, considering fully reconstructed and calibrated leptons,
photons and jets; soft-term, comprising reconstructed charged-particle tracks
(soft signals) associated with the hard-scatter vertex but not with any of the re-
constructed objects.

The missing transverse energy Emiss
T is the vectorial sum of missing trans-

verse momentum terms of all the selected particles and jets reconstructed from
the pT = (px, py), and the soft term Emiss,soft

T from the soft-events signals:

Emiss
T = −

∑
selected
electrons

pe
T

Emiss,e
T

−
∑

selected
muons

pµ
T

Emiss,µ
T

−
∑

selected
τ -leptons

pτhad
T

Emiss,τhad
T

−
∑

selected
photons

pγ
T

Emiss,γ
T

−
∑

accepted
jets

pjet
T

Emiss,jet
T

hard term

−
∑

unused
tracks

ptrack
T

Emiss,soft
T

soft term

. (3.11)
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Tominimise double-counting of detector signals, topoclusters are associatedwith
the reconstructed objects following a strict order: muons, electrons, photons, τ -
leptons decaying hadronically, and jets. As final step, signals not associated with
reconstructed objects are included in the soft term. Signals from neutral parti-
cles provided by the calorimeter are strongly affected by pile-up, then are not
included in the soft term.

The vector Emiss
T leads the information of the amount of the missing trans-

verse energy via its magnitude Emiss
T and its direction in the transverse plane via

the azimuthal angle φmiss.
Different Emiss

T working points have been provided by ATLAS depending on
the characteristics of the jet, since they are the objects with the higher impact on
Emiss

T performance:

• Loose Emiss
T WP includes jets with pT more than 20 GeV . Jets with |η| <

2.4 and pT < 60 GeV , must also satisfy the JVT criteria

• Tight Emiss
T WP is calculated excluding forward jets (|η| > 2.4 and 20 < pT

< 60 GeV ) to reduce the pile-up dependency

• fJVT Emiss
T WP is provided to suppress the Emiss

T tails. Forward jets failing
the Loose fJVT criteria are removed. The JVT requirement is applied to
jets with |η| < 2.4 and pT < 60 GeV .

3.5.1 Missing Transverse Energy Significance
To distinguish real Emiss

T due to undetected particles from Emiss
T due to resolu-

tion smearing, Emiss
T significance S (Emiss

T ) must be evaluated. High values of
S (Emiss

T ) suggest that the observed Emiss
T in the event cannot be due to momen-

tum resolution effects but to undetected objects such as neutrinos or more exotic
weakly interacting particles [131].

In several experiments including ATLAS, S (Emiss
T ) was previously defined

as:

S (Emiss
T ) = Emiss

T√
HT

or S (Emiss
T ) = Emiss

T√∑
ET

(3.12)

whereEmiss
T is the reconstructedmagnitude of themissing transverse energy,HT

is the scalar sum of events transverse momenta and
√
ET and

√
HT are event-

based approximations to the total Emiss
T resolution. These definitions had the

limit to assume that Emiss
T was entirely calculated using calorimeter signals. To

improve the performance of the reconstructed objects exploiting the measure-
ments provided by all the ATLAS sub-detectors, a new approach was required.
Then, an object-based Emiss

T significance variable was developed extending the
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calculation to an event by event measurements considering the expected resolu-
tions and likelihood of mismeasurement of all the objects present in the Equation
3.11.

The extended S (Emiss
T ) is defined to test the hypothesis that the total trans-

verse momentum carried by invisible particles (pinv
T ) equal to zero against the

hypothesis that pinv
T is different from zero. Given the likelihood function of the

2D parameter pinv
T for the corresponding measured Emiss

T (L (Emiss
T |pinv

T )), the
log-likelihood ratio and the square of the significance S are defined as:

S (Emiss
T ) 2 = 2 ln

maxpinv
T 6=0L (Emiss

T |pinv
T )

maxpinv
T =0L (Emiss

T |pinv
T )

 , (3.13)

where the likelihood function depends on the multiplicities, types, and kinemat-
ics of the objects measured in each event.

Considering an x − y coordinate system which is rotated parallel (longitu-
dinal L) and perpendicular (transverse T ) to the direction of the total missing
transverse energy Emiss

T the significance S can be written in a synthetic form:

S (Emiss
T ) 2 = |Emiss

T |2

σ2
L (1 − ρ2

LT ) , (3.14)

where σ2
L is total variance in the longitudinal direction to Emiss

T and ρLT is the
correlation factor of the longitudinal L and transverse T measurements. This
form shows the intrinsic meaning of the S (Emiss

T ) , where the measured variable
is in the numerator and the information of the variance is embedded in the de-
nominator. The Equation 3.14 is also linked to the Equation 3.12, in which the√∑

ET is the approximated Emiss
T resolution.

The object-based S (Emiss
T ) is a powerful variable to suppress the background

rejection while guaranteeing good signal selection efficiency in events with high
values of Emiss

T .
The ROCs (Receiver Operating Characteristic) [132] in Figure 3.11a - 3.11c

show the performance of the different types ofS (Emiss
T ) in differentEmiss

T ranges.

3.6 Overlap Removal
The overlap removal (OR) technique guarantees that the same particle leaving its
signature in the detector, is not reconstructed as two different objects in the same
event [133]. This procedure is typically used to avoid duplication (reconstruction
of one object as two different objects) and isolation (two separate but close-by
objects). Several steps compose the OR method and its performance depends on
the quality and on the object selection. To guarantee the discrimination between
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Figure 3.11: Background rejection versus signal efficiency in simulated Z → ee
andZZ → eeνν samples with a Z → ee selection. The performance is shown for Emiss

T
, event-based S

(
Emiss

T
)
and object-based S

(
Emiss

T
)
as discriminants in events with (a)

the entire Emiss
T range, (b) Emiss

T > 50 GeV , and (c) Emiss
T > 100 GeV . The lower panel

of the figures shows the ratio of other definitions/event-based Emiss
T significance [131].

different objects, the ∆R variable defined in the η−φ space is used (see Equation
2.8).

• Electron-jet OR: It is used to remove reconstructed jets which are identical
to reconstructed prompt electron and to reject events (or objects) where
they are close to each other, to avoid bias on the position or energy mea-
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surements. The duplication of electrons as jets can be efficiently removed
excluding the region in ∆R (e, j). On the other side, the 0.2 < ∆R < 0.6
regions is enriched of real hadronic jets close to electrons, providing an
increase of the jet energy due to the electron cluster merge

• Muon-jet OR: The goal is to separate prompt muons from muons originat-
ing from the hadron decay within a jet and to remove jets from final state
radiation (FSR) or bremsstrahlung-photons. Due to pile-up, jet and muon
can be produced in the same area of the detector either from the same or
different bunch-crossings. Decays of light or heavy flavour meson can lead
to close-by muons. FSR and bremsstrahlung can produce photons (which
can be misreconstructed as a jet) very close to the muon track of muons re-
constructed as jets. Muon duplication can be removed rejecting jets with a
number of associated tracks less than 2 when ∆R (µ, j) < 0.2. Also, inside
a cone of ∆R (µ, j) < 0.4 if the number of associated track to a jet is more
than 2 and it overlaps with a muon, this latter is removed. For high-pT
muons, the cone size is variable following: ∆R (µ, j) < 0.4 + 10 GeV / pT
(µ).

• Lepton-lepton OR: Duplication of standard electrons with soft electrons
can be addressed by requiring a ∆R > 0.05 between the second lepton and
themost energetic lepton of the same flavour or the one with shares a track
with the leading lepton. To avoid bias in the simulation or reconstruction
steps, some performance groups requires a ∆R < 0.2 or larger. Duplication
of a muons as an electron can happen when the muon radiates a hard
photon, in this case objects are usually closer than 0.01 in ∆R or share the
same ID track. Also for this kind of overlap, the ID track sharing provides
a better discrimination power. In this OR procedure, electron is removed
if the muon has at least one associated track in the MS.

The OR process is very important in all the analysis performed in particle
physics experiments. The recommended OR sequence is strongly based on the
objects selection applied in each analysis. The suggested removal order is: ID and
isolation of electrons and muons, same flavour leptons, opposite flavour leptons
and finally lepton-jet.

3.7 Lepton Triggers
All the objects described in this section can be collected by using several triggers
depending on the requirements imposed by the different analyses. Since the
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work described in this thesis exploits only lepton triggers, only these ones are
discussed in this section.

The rate of recorded events is reduced using triggers. These select events
based on online reconstruction of objects, collecting interesting events for the
analysis, and discarding uninteresting events. The choice of triggers is a com-
promise between the acceptance of the signal candidates and the rejection of
background events.

Typically, a trigger name is self-explanatory, meaning that it contains the
main information directly in its name. Considering for example an electron-
trigger (but this description is the same formuons) ase24_lhvloose_nod0:
it is clearly a single electron-trigger by the presence of the only “e” in the same;
the pT threshold is in GeV unit and it is represented by the number after the “e”
(in this case 24 GeV); to pass this trigger electron must satisfy at least the likeli-
hood identification level very loose (lhvloose) and no information on the impact
parameter d0 are used in this particular trigger, as denoted by the “nod0” at the
end of the name.

Depending on the trigger used, all of these requirements can be changed: such
as the pT threshold, the lepton quality and the information used by the trigger
itself.

For instance the di-electron trigger HLT_2e12_lhloose_L12EM10VH
requires two electron, passing the LH ID loose, with at least pT > 12 GeV re-
quiring also to be identified at the first level trigger (L1). In such case, the L1
information may not be required (noL1).

Final rates for recorded events cannot go beyond the limits reported in Sec-
tion 2.2.6. To keep the trigger rates at a reasonable level one can increase the
momentum thresholds, tighten the quality of the reconstructed object at trig-
ger level or prescale the trigger. A prescale is a factor N that can be applied to
each trigger item and in those cases, only 1 event out of N particular events is
recorded, discarding all the others. Prescales are constant inside each Luminosity
Block.

For a particular case as the fakes estimation presented in this thesis in Section
5.2.2, to avoid trigger bias selecting a sample of isolated leptons, prescaled lepton
triggers have been used, with a lower momentum threshold and a looser recon-
structed quality. Also the additional request on another reconstructed object will
decrease the trigger rates as for example the dilepton triggers.

In Figures 3.12 and 3.13 triggers efficiency for a certain set of trigger for
muons and electrons is shown, respectively.

In Section 5.1 additional details on the triggers used in the analysis are reported.
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Figure 3.12: Efficiency of passing either the HLT_mu26_ivarmedium or the
HLT_mu50 trigger in the barrel (3.12a) and endcaps (3.12b) as a function of the muon
pT, computed using data taken in 2016-2018. The error bars show the statistical uncer-
tainties only [134].
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Figure 3.13: Efficiencies of the e24_lhvloose_nod0 trigger as a function of the
offline electron (3.13a) ET and (3.13b) η with respect to offline tight, medium, and loose
identification, and no isolation requirements. The efficiencies are measured in data and
shown with corresponding statistical and systematic uncertainties. The ratios of data to
MC simulation are also shown. For (3.13b), only offline candidates with ET > 25 GeV
are used. [135].
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The analysis presented in this thesis has been performed using the full Run 2
dataset collected by the ATLAS detector in 2015-2018 period, at

√
s = 13 TeV,

corresponding to an integrated luminosity of 139 fb−1 . To take into account all
the physics processes for both signal and background, Monte Carlo samples have
been used. A good description of the SM background processes is fundamental
for a successful analysis, where a data-MC ratio as close as possible to one is
required in each region.

4.1 Data Analysis Tools
To produce MC samples considering the detector response for all the different
physics scenarios, a detailed simulation by the ATLAS simulation infrastructure
is performed [136]. The simulation software chain involves three steps: genera-
tion of the event and immediate decays, simulation of the detector and physics
interactions, and digitization of the energy deposited in the sensitive regions of
the detector into voltages and currents to simulate the readout of the ATLAS de-
tector. The result of this work-flow is provided in an object-based format or a
specific format identical to the output of the ATLAS DAQ system. The simula-
tion program, Athena [137], is implemented in the ATLAS software framework
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and uses Geant4 simulation toolkit to account the passage of particles through
matter [138].

When the digitisation is completed, the simulated detector response looks
like the raw data from the real detector, and after this step the process for the
simulated events is the same as for real data. After this stage, MC and real data
are the same, except that in MC the original generated events (called “truth”) are
available as well as the reconstructed objects. Finally, the derivation framework
is used to reduce the size of the original format selecting only the information
needed by a specific analysis group [139].

Generation Framework

An overview of the ATLAS simulation data flow can be seen in Figure 4.1. The
first stage is to generate all the physics processes of interest using MC generators
software, which produce events in standard HepMC format [140]. At the genera-

Figure 4.1: The flow of the ATLAS simulation software, from event generators (top left)
through reconstruction (top right). Algorithms are placed in square-cornered boxes and
persistent data objects are placed in rounded boxes [136].

tor level, pp interaction can be seen as the interaction between two partons of the
protons using specific parton distribution functions (PDFs). In this way, the pp
deep inelastic cross-section can be expressed in term of the parton-parton cross-
section. The QCD factorization theorem [141] is used in this stage to remove sin-
gularities from the parton cross-section and to absorb them into the PDFs of the
incoming hadrons at all orders in the perturbative expansion. Depending on the
partons transverse momenta with respect to the factorization scale µF , they are
considered: to be part of hadron structure and absorbed in the PDF (pparton

T < µF ),
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participants of the hard scattering process with a short-distance partonic cross-
section (pparton

T > µF ). The hard-scattering process is simulated using a Matrix
Element (ME) calculation with different correction orders: Leading Order (LO),
Next-to-Leading Order (NLO) and Next-to-Next-to-Leading Order (NNLO). High
orders corrections (NLO and NNLO) allow to fix the renormalisation scheme am-
biguities in QCD, for instance, adding virtual loops with quarks or gluons, or to
provide accurate theoretical predictions calculating radiative corrections within
the perturbative electroweak adding, for example, a virtual photon interaction
between two charged particles or virtual loops ofW/Z or Higgs bosons.

Different set of PDFs are used in proton collider experiments, depending on
the input dataset used, on the correction orders or on the parametrization choice.
The PDFs used in the MC samples for the analysis presented in this thesis are
range from leasing to next-to-leading order: NNPDF2.3LO [142], NNPDF3.0LO,
NNPDF3.0NNLO and MEN3.0NLO [143]. In Sections 4.3 and 4.4 additional in-
formation on the MC samples used, are provided.

After the generation of the outcoming partons, the parton shower (PS) is used
for simulating the cascades of radiation produced fromQCD processes and inter-
actions in high-energy particle collisions. PS is based on the parton model pro-
posed by Richard Feynman in 1969, and describes the generation of two partons
from a single parton conserving flavour, four momentum and respecting unitar-
ity. Parton radiation is described as successive parton emissions from the hard
interaction scale to the hadronization scale up to 1 GeV.The shower development
depends on the different choice for the splitting variable and the scattering ap-
proach, requiring several MC generator to cover all the analyses needs: Herwig
(and Herwig++) [144,145] uses angular ordering as evolution variable and fully
includes the spin correlation effects; Pythia [146] focuses on soft emission and
averages the azimuthal correlation between two successive splitting over the po-
larizations; Sherpa [147] exploits an algorithm based on Catani-Seymour [148]
dipole factorisation for both QCD and QED processes.

The PS algorithms based on collinear and soft approximation, low angle and
low energy respectively, can not guarantee accurate predictions for hard and
large-angle emissions. For this processes, the full ME amplitudes are needed. To
avoid double counting of the final states configurations by ME generations and
PS simulations, the matching scale is introduced. This arbitrary scale defines a
threshold belowwhich the additional radiation is modelled by the parton shower,
while above it is simulated using the full ME calculations.

Two different matching methods are adopted to improve the PS description:
the Matrix Element and Parton Shower matching (ME + PS) and the matching of
the NLO calculation and Parton Shower (NLO + PS). The ME + PS technique ex-
ploits the three-level ME for large angle and hard emissions for the production of
the basic process, with an additional number of partons. A minimum separation
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angle is imposed on the produced partons requiring a pT in any pair of partons
more than a given threshold Qcut (the matching scale). The Qcut value must be
small enough to guarantee an accurate PS emission, but large enough to allow
fixed- order perturbation theory. On the other side, the NLO + PS method ex-
tends the accuracy of the generation of the basic process at the NLO level in QCD.
It includes the radiation of an extra parton with tree-level accuracy and also the
NLO virtual corrections. The ME + PS approach uses the existing LO genera-
tors for the ME calculation, like MadGraph [149], and feeds the partonic events
to a general-purpose MC like Pythia or Herwig. Other generators as Sherpa
and Herwig++ also include their own ME generators. The NLO + PS processes
are implemented in the Powheg framework [150–153] and in aMC@NLO [154].
In Herwig++ is included its own Powheg implementation, adapted in order to
consider also vetoed and truncated showers; while Sherpa has a variant of the
MC@NLO method [155].

In the final step of the PS, the hadronization process takes place. Since it is
a non-perturbative model, the perturbation theory is not valid anymore and the
dynamics can not be described by first-principle models. Two phenomenologi-
cal iterative mechanisms are used to describe the hadronization mechanism: the
Lund string model [156] and the cluster fragmentation model [157, 158]. In the
former, the linear confinement potential leads to a linear relationship between
the energy-momentum and space-time pictures of a simple qq̄ fragmenting sys-
tem. Gluons between the qq̄ pairs are considered as color field lines and they are
attracted to each other due to the gluon self-interaction. When the quarks pair
separates, the gluon color field lines are stretched until it is more energetically
favorable for them to fragment and create an additional qq̄ pair. This procedure
continues until all the color field lines are too light for further fragmentation. In
the cluster fragmentation model, gluons are divided into qq̄ pairs clustered and
the hadronization occurs via preconfinement of colour singlet hadrons, which
decay according to a simple phase-space scheme. Clusters are fragmented until
stable hadrons are formed. If the cluster is not big enough to fragment into a
hadron, a light hadron replaces the cluster. For a good description of the physics
process, the decay modelling has to account also the unstable particles, as the
primary hadrons, which further decay into a set of stable particles1.

Commonly, MC generators containMEs only for selected (generator-specific)
classes of hadron and τ decays, that are coupled with a Breit-Wigner smearing of
the masses, truncated at the edges of the physical decay phase space. Some gen-
erators, as Sherpa and Herwig++, also include helicity-dependence in τ decays
and spin correlations between hadronic decays for which ME are used. Her-

1In this context, particles are considered stables if they have a minimum flight path distance
of cτ ≥ 10 mm.
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wig++ and Pythia additionally include the probability forB mesons to oscillate
into B̄ ones before decay. Sherpa takes into account also the CP-violating effects
and the the direct decay and oscillation followed by decay [9]. Models which
describe hadronization are parameterizations of the physics processes, which
depend on free parameters which need to be determined by experiments: this
mechanism is called tuning of parameters in MC event generators. The MC tun-
ing also takes into account the dependencies of some of these processes to the
PDFs setting. Several MC generators, as Sherpa and Herwig 7.1, have a dedi-
cated set of tuned PS parameters developed by their authors; while for other MC
generators different tunes are provided, such as ATLAS 2014 (A14) [159], AZ and
AZNLO [160] and Perugia 2021 [161].

Detector Simulation

After the generation of the physics process, the interactions of the particles in the
final states with the detector materials have to be simulated to compare directly
simulated and real events. The Geant4 software, used in the simulation stage,
provides several models for physics and infrastructure for particle transportation
through a given geometry. For this reason a detailed description of the ATLAS
detector geometry and of the trigger system is mandatory to obtain a simulated
process as close as possible to the reality. The geometry is constructed in the
Geant4 format and all the particles interactions are done on the Athena side, in
the so-called sensitive detector. An exhaustive explanation of this mechanism is
given in Appendix B.

The Framework for ATLAS Detector Simulation (FADS) [162] directly en-
velops Geant4 classes for volumes, materials and sensitive detectors to process
hits2 and Geant4 physics process definitions. These wraps are useful to easily
connect Athena and Geant4 information, and, on the user side, to load only
the configuration related to the detector parts and physics processes of interest
without recompiling the whole framework. This approach is convenient to add
particles or processes not included in the Geant4 tool-kit but included in the
FADS catalogue. FADS provides a Python [163] interface for configurations and
dictionaries in order to be translated into their Geant4 equivalents and loaded.
In order to have readable results by Athena, a service for Geant4 called during
the event loop have been implemented by the ATLAS Collaboration [164]. This
simulation procedure is called in ATLAS, Full Simulation (FS).

Due to the complicated detector geometry and the detailed physics descrip-
tion used during the FS by the ATLASGeant4 simulation, many physics analysis
or performance studies can not achieve the required simulated statistics without

2A hit represents the energies deposited in the sensitive materials of the detectors containing
the total energy deposition, time and position.
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faster simulation strategies. For this reason, several fast simulation techniques
have been developed to integrate the FS. A huge part of the FS time (∼ 80%)
is spent to simulate particles traversing the calorimetry, mainly due to the elec-
trons and photons which produce many secondary particles in the electromag-
netic showers. The Fast G4 Simulation [165] has been developed to speed up this
slowest part of the FS by using pre-simulated frozen showers stored in memory as
library which replace the low energy electromagnetic particles. This approach
guarantee a CPU time reduced by a factor of three in hard-scattering events.

Alternatively to the Fast G4 Simulation, FS time can be reduced by using the
ATLAS Fast II simulation (AFII) [166], which exploits the Fast Calorimeter Sim-
ulation (FastCaloSim) [167]. It has been developed to simulate and reconstruct
events including detector effects, but saving computing resources by the param-
eterizations of the longitudinal and lateral energy profile of the single particle
showers. The reconstructed AFII output includes all the properties associated
with a reconstructed object and the energies in the calorimeter cells. FastCaloSim
uses the truth information of all interacting particles at the end of the inner de-
tector volume as input to the calorimeter simulation. Because the standard re-
construction is used, it is possible to work with a combination of events obtained
from Geant4 and AF-II without modifying the analysis code. The FastCaloSim
approach provides less accurate results, then the parameterizations are tuned
with real data. It has been used since 2011 for the production of large MC sam-
ples (for both new physics searches and precise measurements) and it has been
validated comparing results for electrons, jets and missing transverse energy to
the ones obtained in the Geant4 FS.

Similar to AFII, ATLAS Fast II simulation Fatras (AFIIF) has been developed
by the ATLAS Collaboration using the Fast ATLAS Tracking Simulation (Fatras)
for the inner detector and muon system [168, 169]. In Fatras, the reconstruction
geometry is a simplified description of the full detector geometry. It preserve the
descriptive accuracy for sensitive detector parts, while approximating all other
detector components as simplified layers that carry a high-granularity density
map. As theAFII, AFIIF includes all the properties associated to the reconstructed
object with the addition of the hits in the inner detector andmuon system. Fatras
uses HepMC format as input, it performs a smearing of the primary vertex po-
sition to display the luminous region inside ATLAS, and save truth information
similarly to the FS. Fatras can also be tuned against real data. Combining Fatras
with FastCaloSim, AFIIF shows a high level of agreement with the Geant4 FS,
reducing the computing time of about two orders of magnitude.

In Figure 4.2 the CPU time required to simulate 500 tt̄ events in ATLAS using
the three different simulation techniques is shown [170].
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Figure 4.2: Comparison between Geant4 and two fast simulators, the fast calorimeter
simulation (labelled as ATLFASTII) and the fast chain (labelled as ATLFASTIIF), in the
CPU performance of event processing time. Simulations were performed in Athena re-
lease 21.3.8 on semi-leptonic tt̄ events. Simulation benchmarks were performed using
the BNL USATLAS Tier-3 Cluster which consists of 300 nodes, each with 8 2.6GHz CPUs
and 16 GB of memory. 500 events were produced in a single run. No pile-up is simu-
lated [170, 171].

Digitisation and Pile-up

The ATLAS digitization software is used to convert the hits produced during the
simulation step into detector response objects, called digits. A digit is commonly
producedwhen the current or voltage on a particular readout channel rises above
a pre-configured threshold within a particular time-window. The digit format de-
pends on the detector functionality: some sub-detectors contain information on
the signal shape over this time, while others record only that the threshold has
been exceeded. The digitization algorithm characteristics were tuned to repro-
duce the detector response seen during test beam data or laboratory tests. The
digits of each sub-detector are written out as Raw Data Objects (RDOs). Addi-
tionally to RDOs, the digitization algorithms also produce Simulated Data Ob-
jects (SDOs). The SDOs contain information about all the particles and noise that
contributed to the signal produced in the given sensor and the amount of energy
contributed to the signal by each. The relation between SDOs and RDOs depends
on the sub-detector structure.

To have a simulation as close as possible to reality, the detector response
must include the additional pile-up interactions for any given hard scattering in-
teraction. These events are simulated separately at the generation and simulation
steps, and during the digitization stage hits from hard scattering are combined
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with the pile-up ones before the calculation of the detector response. Given the
average pile-up value for Run 2 data taking (〈µ〉 = 34), more than 1000 simu-
lated minimum bias events have to be selected randomly and processed. These
events involve two main limitations in the current digitization workflow (shown
in Figure 4.3a): large random I/O3 due to random event selection, and a long time
in the digitization step to process large µ values, since the digitization of pile-
up events is repeated for each hard-scatter process. For these reasons, a new
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Figure 4.3: Diagrams illustrating the difference between (a) the standard digitisation and
(b) the MC overlay pile-up methods [173].

MC + MC overlay method is proposed to be used instead of the current digi-
tization [172], based on the data overlay technique already used for heavy-ion
collisions simulations. As shown in Figure 4.3b, the new method introduces an
additional step where pile-up events are pre-mixed. In single neutrinos events
(representing zero-hard-scatter events) the standard pile-up digitization is con-
sidered, where additional digits are stored to bring the total information. In the
overlay stage, each hard-scatter event is digitized and overlaid on pre-mixed pile-
up digits. Using the new proposed method, the CPU and I/O requirements are
lower and less dependent on µ values, and the background dataset can be digi-
tized once per production campaign. On the other side, two signals from different
events which are under threshold involving in a signal above threshold are now
lost, and in some cases different dataset can have the same set of merged pile-up
events.

3In random I/O, the time spent waiting for disk seeks and rotational latency dominates I/O
service time, which can lead to damage to hard drivers.

100



Data Analysis Tools ATLAS Offline Software

Derivation Framework

After all the steps described previously, reconstruction provides both data and
MC events in the Analysis Object Data (AOD) format. This kind of file has a
huge size which is not practical for the user actions, then a less size data format
satisfying the following characteristics is required:

• its size should be around a few per thousand of the original size;

• all the variables of interest need to be stored allowing calibration and per-
formance studies by the so-called Combined Performance (CP) groups;

• all information necessary to perform the different analysis selections have
to be present.

It was noted that during Run 1, almost all physics analyses went through the
step of reducing PB of data down to a size of a few GB or smaller in the final
ROOT [174] file (called ntuple) used to make plots and statistical analyses [175].
All this production process was done by users, via a complex procedure involving
a large number of grid [176] jobs submitted. Furthermore, the final formats were
defined by single analysis team depending on the analysis code developed, which
caused difficulties in cross-team analyses where different tools were used.

To provide a common file format and to speed up the production avoiding
the grid congestion, in Run 2 new intermediate formats (from now called deriva-
tions) have been made with the implementation of a centralized offline software,
known as Derivation Framework [177]. The framework takes as input file a new
ROOT-readable format, named xAOD, produced directly by Athena in the recon-
struction step and which replaces the old AOD.The derivation framework is then
used to remove and add information in the xAOD while maintaining the same
structure of the original xAOD. The output file has a reduced size and it is called
Derived-xAOD (DxAOD).
The derivation procedure is composed by four different steps:

• skimming: events which do not satisfy derivation requirements are re-
moved;

• thinning: objects are removed from the event, according to some criteria,
but keeping the rest of the event;

• slimming: removing not needed information from objects and keeping the
interesting ones. Unlike the previous operations, slimming does not de-
pend on event or object properties;
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• augmentation: new containers of reconstructed objects and new variables
to existing objects that are not available in the primary xAOD are imple-
mented.

In Figure 4.4, a scheme of the whole ntuple production in ATLAS is shown.
Derivations have been defined by individual physics analysis teams or subgroups

Figure 4.4: The ATLAS analysis model for Run 2 [177].

(e.g. Standard Model, Exotics, SUSY, Higgs, etc.) according to the specific analy-
ses requirements.

For the analysis presented in this thesis, four different kinds of derivation
was used:

EXOT12 : events are selected if they contain at least two leptons (in any flavour
or charge combination) with an individual pT > 20 GeV . Electrons are
required to be LHLoose, while muons must be CB. This derivation is used
in the Type-III SeeSaw analysis presented in the next chapter, in the Section
5.

EXOT19/22 : events contain at least one electron/muon with pT > 20 GeV and
passing LHLoose/combined identification. With this derivation, the fake
estimation in the high-pT (pT > 20 GeV ) electron/muon channel is per-
formed, as explained in detailed in the Section 5.2.2.

SUSY17 : requires events containing at least one lepton (in any flavour and
charge combination) with pT more than 4.5 GeV . Muons are required
to satisfy VeryLoose identification and |η| < 2.7, while electrons must be
LHLoose with |η| < 2.6. This derivation is used to evaluate the fake lepton
contribution in the low-pT region (pT ∈ [10,20] GeV ) for both electrons
and muons.
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4.2 Data Samples
The data used in this analysis were collected during the 2015-2018 data taking
period at

√
s = 13 TeV . The combined 2015-2018 integrated luminosity amount

to Lint ≈ 139 fb−1 with the uncertainty of 1.7% [178], obtained using the LUCID-
2 detector [179] for the primary luminosity measurements.

All the data collected by the ATLAS detector are grouped into Luminosity
Blocks (LBs), which are usually one minute long. In each LB, data have approxi-
mately constant instantaneous luminosity and the same data taking conditions.
Only LB which are declared stable by LHC and all of the sub-detectors are used.
These information are stored into the Good Run Lists (GRLs). Four of them are
used in this analysis providing data collected in: 2015 with a Lint ≈ 3.2 fb−1 ,
2016 with a Lint ≈ 33.0 fb−1 , 2017 with a Lint ≈ 44.3 fb−1 , and 2018 with a
Lint ≈ 58.4 fb−1 .

4.3 Simulated Signal Samples
The MadGraph5_aMC@NLO framework is used to generate signal samples of
this analysis following the simplified Type-III SeeSaw model [26] at LO using
FeynRules [180]. For the simulated signal production, MadGraph5_aMC@NLO
is interfaced to Pythia 8.230 for parton showering tuned with the A14 parameter
set. The NNPDF3.0LO PDF set enters in the matrix element calculation, while
the NNPDF2.3LO one is used in the parton shower. The signal cross-section
and its uncertainty are calculated at NLO plus next-to-leading logarithmic (NLL)
accuracy from SU(2) triplet production in an electroweak chargino-neutralino
model [181,182]. The calculated cross-sections are compatible within uncertain-
ties with the Type-III SeeSaw heavy leptons NLO implementation [183, 184].

Mass hypotheses for L± and N0 are considered in the 400-1200 GeV range
with a mass step of 100 GeV . For each mass points, samples are sliced by lep-
ton multiplicity requiring either two, three and four light leptons (electrons and
muons) without hadronic tau decays. The fast simulation using Geant4 toolkit
and FastCaloSim is used for each slices. The generated mass hypotheses with
their cross-sections at LO and at NLO+NLL are listed in Table 4.1.

4.4 Simulated Background Samples
Due to the topology presented in Figure 1.10b, the irreducible background events
which involve in this final states are mainly diboson (WW ,WZ , ZZ), Drell-Yan
(Z/γ∗ → e+e−/µ+µ−/τ+τ−) and processes with the presence of top quarks.
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Mass hypothesis [GeV] σNLO+NLL [fb]

400 180 ± 14
500 69 ± 6
600 29.6 ± 3.0
700 13.9 ± 1.5
800 7.0 ± 0.8
900 3.7 ± 0.4
1000 1.97 ± 0.25
1100 1.08 ± 0.15
1200 0.61 ± 0.08

Table 4.1: Cross-sections of signal MC samples for each mass hypothesis considered
in the analysis. Leading order cross-sections are computed by the generator and are
re-weighted at the next-to-leading (σNLO+NLL) with their corresponding uncertainties
using k-factors from [185, 186].

They also provide a source of reducible background due to charge misidentifi-
cation in channels that contain electrons, as described in the next chapter. For
this latter kind of background, a dedicated data-driven technique is used to esti-
mate its contribution. The generators used for the MC samples, the cross-section
calculation used for their normalisation and information on parton shower and
matrix element PDF, are provided in Table 4.2.

Physics process Event generator ME PDF set Cross-section Parton shower Parton shower
normalization tune

Signal MadGraph5_aMC@NLO NNPDF3.0LO LO Pythia 8.230 A14
& EvtGen1.6.0

Drell-Yan
Z/γ∗ → e+e−/µ+µ−/τ+τ− Sherpa 2.2.1 NNPDF3.0NNLO NLO Sherpa Sherpa default

Top physics
tt̄ Powheg-Box v2 NNPDF3.0NNLO NNLO A14
Single t Powheg-Box v2 NNPDF3.0NNLO NNLO Pythia 8.230 A14
3t, 4t MadGraph5_aMC@NLO NNPDF2.3LO LO & EvtGen1.6.0 A14
tt̄ +W/Z/H, tWZ MadGraph5_aMC@NLO MEN3.0NLO NNLO A14

Diboson
ZZ ,WZ ,WW Sherpa 2.2.1 & 2.2.2 NNPDF3.0NNLO NLO Sherpa Sherpa default
Multiboson
WWW ,WWZ ,WZZ , ZZZ Sherpa 2.2.1 & 2.2.2 NNPDF3.0NNLO NNLO Sherpa Sherpa default

Table 4.2: Simulated signal and background samples. The event generator, PDF set used
for the Matrix Element (ME) calculation, cross-section normalization, parton shower
and parton shower tune are shown for each sample. The generator cross-section is used
where not specifically stated otherwise.

The SM Drell–Yan processes were simulated using Sherpa 2.2.1 accounting
the decay into e+e−, µ+µ−/, τ+τ−. NLO and LO calculations for matrix ele-
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ment are provided for events with up to 2 and up to 4 jets respectively, using
Comix [187] and OpenLoops [188, 189] libraries. The default SHERPA parton
shower based on Catani–Seymour dipoles and the cluster hadronization model
are used with the default Sherpa and NNPDF3.0NNLO set for tuning.

For a given jet-multiplicity, the NLO matrix elements were matched to the
parton shower using a colour-exact variant of the MC@NLO algorithm. Several
jet multiplicity were merged into an inclusive sample exploiting a CKKWmatch-
ing procedure [190, 191], extended to NLO accuracy using the MEPS@NLO pre-
scription. The Z + jets samples are normalised to NNLO calculation [192].

Diboson processes (V V ) with one of the bosons decaying hadronically and
the other leptonically are simulated with the Sherpa 2.2.1 generator, while pro-
cesses where both bosons decay leptonically were simulated using Sherpa 2.2.2.
Off-shell effects and Higgs boson contributions were also included where appro-
priate. Matrix elements are calculated for up to one or zero partons (zero partons
are considered only in final states with three leptons and one neutrino) at NLO
and up to three partons at LO using Comix and OpenLoops, and merged with
the Sherpa parton shower, based on Catani–Seymour dipoles, according to the
MEPS@NLO prescription.

Samples for the loop-induced processes (gg → V V ) were generated using
LO-accurate matrix elements for emission of up to one additional parton for both
the fully leptonic and semileptonic final states. The NNPDF3.0NNLO PDF set is
used in conjunction with dedicated parton shower tuning developed by Sherpa
authors. The event generator cross sections are used in this case (already at NLO).

Electroweak production of of a diboson in association with two jets, V V jj,
processes are generated using LO-accurate matrix elements for the inclusive pro-
cess only. These samples include triboson contributions where one boson decays
hadronically. Higgs diagrams with the Higgs decaying to two vector bosons are
also included.

The production of multiboson (V V V ) events are simulated using factorised
gauge boson decays. Matrix elements are accurate at NNLO for the inclusive
process and at LO for up to two additional parton emissions. These samples are
limited to on-shell contributions only.

Seven variations of the QCD factorisation and renormalisation scales in the
matrix elements by factors of 0.5 and 2 avoiding variations in opposite directions
are used to evaluate the uncertainties from missing higher orders in all SHERPA
samples [193].

Uncertainties in the nominal PDF set are evaluated from 100 replica varia-
tions. Furthermore, the results are cross-checked using the central values of the
CT14NNLO and MMHT2014 NNLO PDF sets.
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The production of single-t and tt̄ events is modelled using the Powheg-
Box v2 generator at NNLO with the NNPDF3.0NNLO PDF set and the hdamp pa-
rameter set to 1.5mtop [194]. The events are interfaced to Pythia 8.230 to model
the parton shower, hadronization, and underlying event, using A14 as tune. The
decays of bottom and charm hadrons are performed by EvtGen1.6.0. For the
tt̄ sample, the computed cross-section at NNLO in QCD, includes the resumma-
tion of next-to-next-to-leading-logarithmic (NNLL) soft-gluon terms calculated
with Top++ 2.0 [195–197]. At

√
s = 13 TeV in pp collisions, this cross-section

corresponds to σ(tt̄)NNLO+NNLL = 832 ± 51 pb, considering a top quark mass
ofmtop = 172.5 GeV . The cross-section uncertainties due to αs and the PDF set
were calculated with the PDF4LHC prediction [198] with the MSTW2008 68% CL
NNLO [199], CT10 NNLO [200] and NNPDF2.3lo 5f FFN [142] PFD sets, which
were added in quadrature to the scale uncertainty.

The production of 3t, 4t, tt̄V and tWZ events is modelled using the Mad-
Graph5_aMC@NLO at NNLO for tt̄V and tWZ , and LO for the other ones. The
events are interfaced to Pythia 8.230 using A14 tune and the NNPDF2.3LO PDF
set for 3t and 4t, while the MEN3.0NLO one is considered for tt̄V and tWZ . The
decays of bottom and charm hadrons are performed by EvtGen1.6.0.

A full simulation of the ATLAS detector response using the Geant4 toolkit
was performed for all the samples. Multiple interactions in the same and neigh-
bouring bunch crossings was taken into account by overlaying the original hard-
scattering event with simulated inelastic pp events generated with Pythia 8.186
using the NNPDF2.3lo set of PDFs and the A3 set of tuned parameters [201].
The MC events are weighted to reproduce the distribution of the average pile-up
observed in the data by a rescaling factor of 1.03 ± 0.07 [202].
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The analysis presented in this thesis is aimed to search for possible signals of
Type-III SeeSaw heavy leptons, described in Section 1.3, with respect the Stan-
dard Model prediction, in the data taken by the ATLAS Experiment.

This search is performed using data collected in the 2015-2018 period, corre-
sponding to the full Run 2 dataset, at

√
s = 13 TeV with an integrated luminosity
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of 139 fb−1 . This chapter describes the analysis strategy with the definition of
the objects used and analysis regions (Section 5.1), the background estimation
(Section 5.2), the signal extraction technique (Section 5.4) and the results (5.5).

5.1 Analysis Strategy
To search for events compatiblewith the prediction of the Type-III SeeSawmodel,
all possible decays involving the presence of three and four leptons are consid-
ered. Data and Monte Carlo samples described in Sections 4.2, 4.3 and 4.4, are
then filtered to isolate only final states coherent with the interested heavy lep-
tons decay modes. Final states with more than five leptons have cross-sections
too low for being useful for discovery at the current integrated luminosity val-
ues [203], therefore they are not considered. Examples of the principle Feynman
diagrams of the production and decay processes used in the analysis are shown
in Figure 5.1a and 5.1b.
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Figure 5.1: Example of Feynman diagrams for the considered Type-III SeeSaw heavy
leptons pair production in the three- (a) and four-lepton (b) final states.

Selected events are then categorised into exclusive phase space regions, called
analysis regions, fulfilling different sets of requirements on event- and object-
level. Three kinds of analysis regions are provided, according to their purpose
in the analysis: signal regions (SRs), control regions (CRs) and validation regions
(VRs).

In the SRs a particular signal is expected to produce an excess over the SM
expectation. SRs are enriched with signal events and are defined maximizing
the sensitivity of the target models exploiting the signal-to-background ratio. In
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the signal extraction step, they are used to compare data with the signal plus
background hypothesis for each mass point of the considered mechanism.

CRs and VRs are constructed to evaluate and validate the main backgrounds
affecting the SRs. Ideally, a CR and a VR are needed for each type of background.
In order to have a good description of the SM events, these analysis regions must
be enriched of background events minimizing the contribution of signal events.
CRs and VRs are usually topologically close to the SRs due to one or more mod-
ified kinematics requirements which also guarantee orthogonality among all of
them. CRs are specifically used to constrain and study the dominant backgrounds
by comparing its shape and normalization to data using the background-only
hypothesis. Using the background normalization as a free-floating parameter,
a normalization factor can be extracted depending, as a first approximation, by
the ratio of the background-MC/data yields. Once established, the goodness of
the background estimation performed in the CRs should be tested in additional
regions, the VRs, before being applied to the SRs. A scheme illustrating how this
procedure operates is reported in Figure 5.2. It is important to point out that

Figure 5.2: Schematic view of a template analysis strategy using several control, valida-
tion and signal regions. Each region can have single or multiple bins. As shown, the
background estimation is performed in the controls regions, validated in the validation
regions and the applied to the signal regions [204].

the SRs definition is performed in a blinded mode, i.e. without the presence of
the data to avoid biases during the search for signal candidates. Once the back-
ground predictions are estimated and validated, data can be added to the SRs
to finalize the analysis. Also for this reason CRs and VRs are designed to have
negligible signal contamination.
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The figure of merit used for the optimization of the SR is the signal-to-back-
ground significance S , which allows to maximize the signal events while reject-
ing the backgrounds contribution [205]. S is defined as:

S =
√

2
[
(S +B) ln

(
1 + S

B

)
− S

]
, (5.1)

whereS is the number of signal events andB the total backgrounds contribution,
based only on Monte Carlo predictions.

All the analysis regions defined in this work are obtained using a cut-and-
count approach looking at the values of S in several kinematic distributions. At
least one of the cuts applied to define an analysis region guarantees the orthog-
onality among the others.

Data and MC samples are filtered, as described in Chapter 3 and 4, to sat-
isfy good quality requirements rejecting events with large noise or due to non-
collision backgrounds.

All the events for both data and MC samples are then pre-selected requiring
exactly three leptons with a total charge equal to 1, and exactly four leptons with
a total charge equal to 0 or 2. The inclusive flavour combination is considered
in all the channels in order to increase the signal statistic. In Section 5.1.2, the
definition of the CRs, VRs and SRs for both three- and four-lepton channel will
be explained in detail.

To ensure the selection of good quality leptons, events must pass a set of
dilepton triggers according to the flavour combination of the two leading lep-
tons and data taking year. Despite finale states are composed by more than two
leptons, dilepton triggers were chosen to guarantee enough signal events after
this selection step. All the triggers used are unprescaled High Level Triggers
(HLT), and they are reported in Table 5.1. No L1 requirement is imposed on
the second muon in the µµ channel. Electron triggers require electrons passing
at least lhloose and lhvloose offline reconstruction level, depending on
the tag in trigger name, and do not require any isolation level on the electrons.
Furthermore, for the 2016, 2017 and 2018 triggers no information on the impact
parameter d0 was used. For the muon triggers, an isolation requirement on the
muon according to a medium working point of the muon reconstruction algo-
rithm at trigger level with a pvarcone30

T /pT (µ) < 0.07 is required. For the mixed
channel, the 2015 trigger does not use d0 information while a loose requirement
the electron according to the trigger level identification algorithm is applied.

5.1.1 Objects Definition
In ATLAS, physical objects like leptons and jets are reconstructed using several
requirements, the so-called working points, corresponding to different efficiency
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2015 2016 2017-2018

ee HLT_2e12_lhloose_L12EM10VH HLT_2e17_lhvloose_nod0 HLT_2e24_lhvloose_nod0
eµ HLT_e17_lhloose_mu14 HLT_e17_lhloose_nod0_mu14 HLT_e17_lhloose_nod0_mu14
µµ HLT_mu18_mu8noL1 HLT_mu22_mu8noL1 HLT_mu22_mu8noL1

Table 5.1: Summary of the trigger requirements divided per lepton multiplicity and data
taking year.

and purity levels with algorithms described in Chapter 3. The main motivation
of the analysis object selection is to select WPs which provide the highest qual-
ity and reconstruction efficiencies, rejecting as much as possible the background
events while not removing too much of the expected signal. To be able to apply
the data-driven techniques for fake lepton estimation, two types of lepton defini-
tion, called loose and tight, are needed. This method, described in Section 5.2.2, is
based on the measurement of the transition probability of leptons among these
two categories. It is important to underline that these loose and tight definitions
are not related to the WPs with a similar name. Tight leptons are considered
as signal candidates while loose leptons are used to identify fakes, originated by
misidentified particles or a non-prompt leptons.

The basic electrons requirements applied in this analysis are reported in Table 5.2.
The electrons candidates must pass the LHTight identification selection with
a pT > 10 GeV and they are required to be in the |η| < 2.47 region, corresponding
to the fiducial volume of the inner detector. The FCLoose isolation criterion
must also be satisfied requiring Econe20

T /pT < 0.2 and pvarcone30
T /pT < 0.15, for

calorimeter-based and track-based selection respectively. The crack region be-
tween the barrel and the endcap of the calorimeter (1.37 < |η| < 1.52) is excluded
due to the limited detector acceptance because of the service area. The track asso-
ciated with the electron signal must satisfy requirements on the longitudinal and
transverse impact parameter, which are required to be |z0 sin (θ) | < 0.5 mm and
|d0|/σd0 < 5.0 respectively. The bad cluster veto is also applied to remove bad
quality calorimeter clusters and fake clusters originating from calorimeter de-
fects. For loose electron candidates, the LHLoose identification WP is applied
with an exclusive OR between the identification and isolation requirements, cor-
responding to the exclusion of non-prompt non-isolated electrons. The other
requirements on pT , η and impact parameters are the same of the signal electron
candidates.

The basic muons requirements applied in this analysis are reported in Table 5.3.
The signal and background muons must have a pT > 10 GeV and satisfy the
Medium quality if their pT is lower than 300 GeV , otherwise the High-pT
identification WP is considered. They have to pass (or fail in the case of loose
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Requirement Signal electrons (tight) Background electrons (loose)

Identification LHTight LHLoose
XOR

Isolation FCLoose fail FCLoose or fail tight selection
pT cut pT > 10 GeV pT > 10 GeV
ηcut |η| < 2.47 and veto 1.37 < |η| < 1.52 |η| < 2.47 and veto 1.37 < |η| < 1.52

|d0|/σd0 cut |d0|/σd0 < 5.0 |d0|/σd0 < 5.0
|z0 sin (θ) | cut |z0 sin (θ) | < 0.5 mm |z0 sin (θ) | < 0.5 mm
Bad cluster veto yes yes

Table 5.2: A summary of the baseline electron definitions in the analysis.

muons) also the FixedCutTightTrackOnly isolation requirement with
pvarcone20

T < 0.06 for pT < 50 GeV and pcone20
T < 0.06 for pT above 50 GeV . To avoid

muons with a bad reconstructed momentum, the bad muon veto is applied. Con-
straints on the topological space are imposed requiring |η| < 2.5, a d0 significance
of |d0|/σd0 < 3.0 and a longitudinal impact parameter of |z0 sin (θ) | < 0.5 mm.

Requirement Signal muons (tight) Background muons (loose)

Quality HighPt if pT > 300 GeV else Medium HighPt if pT > 300 GeV else Medium
Bad muon veto yes yes

Isolation FixedCutTightTrackOnly fail FixedCutTightTrackOnly
pT cut pT > 10 GeV pT > 10 GeV
ηcut |η| < 2.5 |η| < 2.5

|d0|/σd0 cut |d0|/σd0 < 3.0 |d0|/σd0 < 3.0
|z0 sin (θ) | cut |z0 sin (θ) | < 0.5 mm |z0 sin (θ) | < 0.5 mm

Table 5.3: Summary of the baseline muon definitions in the analysis.

Jets properties used in this analysis are reported in Table 5.4. They are recon-
structed using the new particle flow algorithm requiring a Medium jet-vertex-
tagger WP which provides an average efficiency of 92%. The base jet selection
consists of pT > 20 GeV with |η| < 2.5 for signal candidates (due to limitations of
b-jets identification for higher values) and |η| < 4.5 for baseline jets. Jets satisfy-
ing all these requirements can contain b-hadrons, then the MV2c10 algorithm is
used providing a b-tagging efficiency of 77% and a background rejection against
jets originated by light quarks and gluon jets by a factor of 134, a factor 6 against
those from c-quarks and a factor of 22 for τ -leptons decaying hadronically.

After electron, muon and jet reconstruction, possible objects duplication is re-
solved using the dedicated overlap removal procedure (as described in Section
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Requirement Signal jets Baseline jets

Jet type AntiKt4EMPFlowJets AntiKt4EMPFlowJets
JVT working point Medium Medium
fJVT working point — —

pT cut pT > 20 GeV pT > 20 GeV
ηcut |η| < 2.5 |η| < 4.5

b-tagging MV2c10 with FixedCutBEff_77

Table 5.4: Summary of the signal and baseline jet definitions in the analysis.

3.6), which is summarized in Table 5.5

Keep Remove ∆R cone size or tracks

electron muon sharing an ID track (no MS track)
muon electron sharing an ID track

electron jet 0.2
jet electron 0.4

muon jet 0.2 and (jet tracks ≤ 2 or pT (µ) /pT (jet) > 0.5)
jet muon 0.4 and (jet tracks ≥ 2 or pT (µ) /pT (jet) < 0.5)

Table 5.5: Summary of the overlap removal steps performed on electrons, muons, and
jets.

5.1.2 Analysis Regions

The analysis strategy is based on the separate optimisation of each lepton mul-
tiplicity final state, containing three or four leptons. Then several CRs, VRs and
SRs are used for each final state. The selection is optimised by looking at both sig-
nal significance (Equation 5.1) and efficiency mainly using the 800 GeVmass hy-
pothesis as reference as it was the one close to the previous exclusion limit [36].

Three-lepton Channel

For the three-lepton channel, three kinds of analysis regions are build to cate-
gorise different event topologies based on all the possible signal Feynman dia-
grams:
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• Z-Lepton Region (ZL): includes all the cases in which at least one of the
heavy lepton decays in a Z boson decaying leptonically. In Figure 5.3 an
example of the Feynman diagramwhich contributes in this region is shown
;

q

q̄

ν

`±

`±

`∓

q

q̄

W ∗
N0

L±

Z0

Z0

Figure 5.3: Example of Feynman diagram for ZL region.

• Z-Lepton Veto (ZLVeto): considers all the cases in which the Z boson
produced by at least one of the heavy lepton does no decay leptonically.
In Figure 5.4 an example of the Feynman diagram process in this region is
shown;

q

q̄

`∓

`±

`±

ν

q

q̄

W ∗
N0

L±

W±

Z0

Figure 5.4: Example of Feynman diagram for ZL Veto region.

• LowNumber of Jets (JNLow): includes all the Feynman diagrams in which
no jets are present. Since the LO signal MC samples are reweighted at
the NLO, and the number of jets is a quantity very sensitive to the NLO
corrections, this requirement can lead to an overestimation of the signal
efficiency. For this reason, the possibility of one jet emission is considered
requiring nomore than 1 jet. In Figure 5.5 an example of Feynman diagram
for the JNLow region is shown.
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q
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Figure 5.5: Example of Feynman diagram for JNLow region.

For the ZL and ZLVeto regions, at least two additional jets are required to take
into account the possibility that the other EW boson could decay hadronically.

The selection criteria for all the possible three-lepton topologies with the
corresponding analysis regions are reported in Table 5.6.

As the signal process is expected to produce leptonswith a highermomentum
with respect to the SM counterpart, a first common preselection is performed re-
quiring a pT > 40 GeV for the first two leading leptons and a pT > 15 GeV for the
third more energetic lepton. Signal events also contain high-energy neutrino in
the final state, which are selected with another cut at the preselection level re-
quiring S (Emiss

T ) > 5 GeV . The Emiss
T significance, S (Emiss

T ) , is used to account
also for the uncertainties of all objects that enter in the calculation of Emiss

T .
This is done because backgrounds that have large Emiss

T contributions from mis-
reconstructed objects should have low S (Emiss

T ) value. As a consequence, this
cut is inverted in the Fake-VR, which is used to validate the fake contribution
estimated using a data-driven technique.

The ZL SR is characterized by the presence of a Z boson decaying leptonically,
then events are expected to contain lepton pairs with invariant mass close to the
Z mass and a cut on the invariant mass of the opposite sign same flavour (OSSF)
lepton pair is imposed between 80 and 100 GeV . If no OSSF events are present,
the event is rejected. To suppress events coming from WZ processes, the in-
variant mass of the system formed by all the 3 leptons considered,m```, must be
higher than 300 GeV and the transverse masses of the leading and subleading
leptons (mT (`1, `2)) are required to be more than 200 GeV. The last optimiza-
tion is performed looking at the∆R distribution between the two leading leptons
which provides a good separation power between signal and background events
in the 1.2-3.5 interval.
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The ZLVeto SR requires events without a leptonically decays of the Z boson im-
posing a veto for OSSF lepton pair with mass below 115 GeV. If no OSSF leptons
pair is present, the event is included in this SR. As for the ZL SR, the m``` must
be higher than 300 GeV. Since signal processes are characterised by high-pT ob-
jects and neutrinos, the scalar sum of the selected leptons and jets in the event,
HT , plus the missing energy transverse, Emiss

T , is required to be more than 600
GeV . Since the presence of same-sign leptons in this region is mainly due to
rare top events and fake non-prompt (FNP) leptons, the HT of this pair is used
as discriminating variable looking for values ofHT (SS) ≥ 300 GeV. To account
for possible hadronic decays of the EW bosons, an upper limit is placed on the
dijet invariant mass (mjj < 300 GeV).

The JNLow SR targets heavy leptons decays where the produced EW bosons de-
cay leptonically, and events with a small jet multiplicity are selected. A lower
bound on the invariant mass of the OSSF lepton pair is imposed (> 80 GeV) to
reject contributions from soft-leptons which are not expected to be produced by
heavy leptons. Also, a large value of HT of the three leptons is required to be
HT (```) > 230GeV, in this case the HT includes only leptonic terms since the
Feynman diagram of this topology does not provide any other visible objects.
Similar to the ZL SR, the transverse masses of the leading and subleading lep-
tons are used to distinguish signal from background processes (mT (`1) > 240
GeV andmT (`2) > 150 GeV ), removing an important fraction of the FNP contri-
bution. The angular separation between leading and subleading leptons is used
to reject the remaining background events considering values higher than 1.3.

The dominant SM backgrounds in the three-lepton SRs are the diboson events
and the rare top processes. The first ones are present in all the three defined SRs
with a percentage of about 60%, 80% and 40% in ZL, JNLow and ZLVeto, respec-
tively; the seconds contribute only in the ZL and ZLVeto, amounting to about
40% and 50% respectively.

Since the diboson contribution in all the SRs comes from the same kind of
processes, it is evaluated in a single CR defined from the ZL topology, the ZL CR,
inverting the cut on the transverse mass of the subleading lepton used for the
corresponding SR. The rare top background is estimated using a dedicated CR
from the four-lepton channel due to its higher purity.

To validate the background estimation, several VRs are introduced. For the dibo-
son contribution, the ZL DB-VR is obtained by requiring zero b-jet, to suppress
events from top quarks, and inverting the ∆R selection used in ZL SR, while
the JNLow VR is defined considering the phase space not covered by the JNLow
SR containing values of mT (`1) < 240 GeV . The rare top process is validated
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in the ZL RT-VR which have at least one b-jet and ∆R(`1, `2) values up to 1.2.
Moreover, the Fake-VR is enriched of FNP events and it assesses the goodness of
fake lepton estimation, explained in detail in Section 5.2.2 .

To show the optimization carried from each cut applied, the so-called N-1 distri-
butions are shown. It is important to underline that the cut choice is performed
looking for a compromise between the signal significance and the signal effi-
ciency. N-1 plots consist in special distributions where each variable used in the
signal selection is plotted with the corresponding cut omitted. The plots for all
the three-lepton SRs are shown in Figures 5.6,5.7 and 5.8. All these figures con-
tain a sub-plot panel showing the integrated significance of the corresponding
variable distribution. This signal significance is defined as in Equation 5.1, and
it is evaluated considering the integrated number of events from a certain bin to
the last bin of the distribution.

ZL ZLveto JNLow
Fake-VR CR DB-VR RT-VR SR SR VR SR

pT (`1) > 40 GeV
pT (`2) > 40 GeV
pT (`3) > 15 GeV

S (Emiss
T ) < 5 ≥ 5

N(jet) - ≥ 2 ≤ 1
N(bjet) - - 0 ≥ 1 - - - -

m``(OSSF ) [GeV] - 80 − 100 ≥ 115 ≥ 80
HT + Emiss

T [GeV] - - - - - ≥ 600 - -
m``` [GeV] - - ≥ 300 ≥ 300 - -

HT (SS) [GeV] - - - - - ≥ 300 - -
mjj [GeV] - - - - - < 300 - -

HT (```) [GeV] - - - - - - ≥ 230
mT (`1) [GeV] - - ≥ 200 - < 240 ≥ 240
mT (`2) [GeV] - < 200 ≥ 200 - ≥ 150

∆R(`1, `2) - - < 1.2 1.2 − 3.5 - ≥ 1.3

Table 5.6: Summary of the selection criteria used to define analysis regions in the three-
lepton channel.
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Figure 5.6: N-1 plots including expected signal and background events in the ZL SR in
log-scale, data are not considered in this step. Only statistical uncertainties are shown.
Each of the observables is plotted with the cut on it omitted: invariant mass of the three-
lepton system 5.6a, transverse mass of the leading lepton 5.6b, transverse mass of the
subleading lepton 5.6c, angular separation between leading and subleading leptons 5.6d.
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Figure 5.7: N-1 plots including expected signal and background events in the ZLVeto
SR in log-scale., data are not considered in this step. Only statistical uncertainties are
shown. Each of the observables is plotted with the cut on it omitted: HT + Emiss

T 5.7a,
invariant mass of the three-lepton system 5.7b, invariant mass of the two leading jets
5.7c, HT of the same-sign lepton pair 5.7d.
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Figure 5.8: N-1 plots including expected signal and background events in the JNLow
SR in log-scale, data are not considered in this step. Only statistical uncertainties are
shown. Each of the observables is plotted with the cut on it omitted: HT of the three-
lepton system 5.8a, transverse mass of the leading lepton 5.8b, transverse mass of the
subleading lepton 5.8c, angular separation between leading and subleading leptons 5.8d.
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Four-lepton Channel

The four-lepton channel is defined requiring exactly four leptons in the final
states. Looking at all the possible topologies provided by the Feynman diagrams,
two kinds of analysis regions, depending by the total charge of the final states,
are considered:

• Total charge 0 (Q0): includes events with two leptons pairs of the same
charge, leading to a zero charge of the system. In Figure 5.9 an example of
Feynman diagram which contributes to the Q0 region is shown;

q

q̄

`∓

ν

`∓

`±

`±

ν

Z∗
L∓

L±

Z0

W±

Figure 5.9: Example of Feynman diagram for the Q0 region.

• Total charge 2 (Q2): considers events with one lepton of different charge
with respect to the others, leading to a system charge equal to 2. In Figure
5.10 an example of Feynman diagram process in the Q2 region is shown.

q

q̄

`∓

`±

q

q̄

`±

`∓

Z∗
N0

L±

W±

Z0

Figure 5.10: Example of Feynman diagram for the Q2 region.

Similar to the three-lepton channel, the two leading leptons are required to have a
pT larger than 40 GeV , while the third and fourth leptons must satisfy the basic
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pT requirement applied to the object definition (pT > 10 GeV). The selection
criteria for all the four-lepton analysis regions are reported in Table 5.7.

The main backgrounds affecting the four-lepton channel are the diboson,
mainly with ZZ processes, and rare top where the electric charge of one of the
electrons is mismeasured. However, the Q2 regions have very low background
events since it is very rare for a SM process to produce a doubly charged final
state, and few requirements have to be imposed to reduce the presence of SM
contributions.
In the Q0 SR, rare top events are substantially removed by vetoing the presence of
any b-jet in the final state, while the ZZ contribution is reduced with the request
of at maximum one OSSF lepton pair compatible with a Z leptonic decay. The
same Z window used for the three-lepton channel is considered for these events.
Since signal events are produced in a boosted regions with also high momentum
neutrino in the final state, high values of HT + Emiss

T and invariant mass of the
four-lepton system are imposed for both Q0 and Q2 SRs. Since more SM pro-
cesses with a null-charge in the final states are produced, an additional selection
on the Emiss

T significance is applied in the Q0 SR. Events with four leptons can
be easily affected by the presence of charge-flipped electrons (see Section 5.2.1
for details). For this reason, the S (Emiss

T ) guarantees better discrimination with
respect to the Emiss

T variable.

Given the low background contribution in the Q2 regions, CRs for dedicated
to diboson and rare top events are built looking at the Q0 final states. This is
possible as the background composition in the Q2 SR is the same of the Q0 final
states.

A CR targeting diboson backgrounds is defined by selecting four leptons with
an invariant mass in the window 170 GeV <m```` < 300 GeV and requiring zero
b-jet to increase the purity of ZZ events. Rare top processes are estimated in a
second CR obtained by the presence of at least two b-jets and m```` < 500 GeV.
The Q0 VRs guarantee the orthogonality with the CRs, selecting events with ex-
actly one b-jet. To increase the contribution of the corresponding background,
DB-VR and RT-VR use the same m```` requirement of the diboson and rare top
CR, respectively. To evaluate the backgrounds estimation also in the Q2 final
state, a dedicated VR is defined by requiring m```` to be less than 200 GeV or
HT + Emiss

T less than 300 GeV. The logical OR in this region is used to increase
the yields of the different contributions in order to have enough events in the
validation step.

The N-1 distributions are shown in Figures 5.11, 5.12 and 5.13.
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Q0 Q2
DB-CR RT-CR DB-VR RT-VR SR VR SR

pT (`1,2) > 40 GeV
pT (`3) > 15 GeV
pT (`4) > 10 GeV

|∑ q`| 0 2
Nb-jet 0 ≥ 2 1 1 0 - -

m```` [GeV] 170 − 300 < 500 170 − 300 300 − 500 ≥ 300 < 200 ≥ 300OR
HT + Emiss

T [GeV] - - - ≥ 400 ≥ 300 < 300 ≥ 300
NZ - - - - ≤ 1 - -

S (Emiss
T ) - - - ≥ 5 ≥ 5 - -

Table 5.7: Summary of the selection criteria used to define analysis regions in the four-
lepton channel.

During the fitting procedure, described in Section 5.4, themain backgrounds con-
sidered as free-floating parameters are: WZ diboson contribution in the three-
lepton channel, ZZ diboson contribution in the four-lepton channel and rare
top processes in both the channels. For all the analysis regions containing four
leptons, HT + Emiss

T is used as a fit variable, while for the three-lepton channel
the transverse mass of the three-lepton system, mT,3`, is considered1. These fit
variables were chosen as they provide the better signal versus background dis-
crimination power in most of the variable range. ThemT,3` observable is defined
as the the magnitude of the vector sum of the three-lepton pT and the Emiss

T , as:

mT,3` =
∣∣∣∣∣

3∑̀
i

~pT,i + Emiss
T

∣∣∣∣∣ . (5.2)

In Table 5.8, the signal percentage in the CRs and VRs for two signal mass hy-
pothesis above the values already excluded by previous analyses are reported. In
all regions the signal contamination is below 1%.

The signal efficiency for each mass point considered in the analysis is shown in
Figure 5.14, divided per SR and per channel. The results are obtained comparing
yields in the SRs with the total number of generated events.

1The generic transverse mass of one or multiple objects Nobj is defined as: mT(Nobj) =∑Nobj

i ET,i + Emiss
T − |

∑Nobj

i ~pT,i + ~pmiss
T |.
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Figure 5.11: N-1 plots including expected signal and background events in the Q0 SR in
log-scale, data are not considered in this step. Only statistical uncertainties are shown.
Each of the observables is plotted with the cut on it omitted: invariant mass of the four
leptons 5.11a, HT + Emiss

T 5.11b, Emiss
T significance 5.11c.

124



Analysis Strategy Search for Type-III SeeSaw heavy leptons

0

5

10

15

20

25

30

E
v
e
n

ts

) = 600 GeV
±

,L
0

m(N

) = 800 GeV
±

,L
0

m(N

) = 1000 GeV
±

,L
0

m(N

Diboson FNP

Rare top Other

MC Stat.

­1 = 13 TeV, 139 fbs

Q0 SR, N­1 plot

0.5− 0 0.5 1 1.5 2 2.5 3 3.5

Number of b jets

0.0
0.2
0.4
0.6
0.8
1.0

S
ig

n
if
ic

a
n

c
e

(a)

0

2

4

6

8

10

12

14

16

18

20

E
v
e
n

ts

) = 600 GeV
±

,L
0

m(N

) = 800 GeV
±

,L
0

m(N

) = 1000 GeV
±

,L
0

m(N

Diboson FNP

Rare top Other

MC Stat.

­1 = 13 TeV, 139 fbs

Q0 SR, N­1 plot

0.5− 0 0.5 1 1.5 2 2.5

Number of Z bosons (leptonic)

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

S
ig

n
if
ic

a
n

c
e

(b)

Figure 5.12: N-1 plots including expected signal and background events in the Q0 SR,
data are not considered in this step. Only statistical uncertainties are shown. Each of
the observables is plotted with the cut on it omitted: number of b-jets 5.12a, number of
Z bosons 5.12b.
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Figure 5.13: N-1 plots including expected signal and background events in the Q2 SR in
log scale, data are not considered in this step. Only statistical uncertainties are shown.
Each of the observables is plotted with the cut on it omitted: invariant mass of the four
leptons 5.13a, HT + Emiss

T 5.13b.
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Region Signal mass point Signal mass point
800 GeV 1200 GeV

ZL CR 0.04% < 0.01%
ZL VR 1.00% 0.08%

JNLow VR 0.01% < 0.01%
Fakes VR 0.07% 0.03%
DB-CR < 0.01% < 0.01%
DB-VR < 0.01% < 0.01%
RT-CR < 0.01% < 0.01%
RT-VR 0.04% 0.01%
Q2 VR 0.01% < 0.01%

Table 5.8: Signal contamination fraction in CRs and VRs for the 800 GeV and 1200 GeV
signal mass points.

Tabella 1

AOD JNLow SR ZLVeto SR ZLRegion SR Q 0 SR Q 2 SR

300 1260000 8845 5210 2356 16034 17073

400 1260000 14419 13897 8119 19807 18742

500 1260000 17397 22188 11992 21491 18845

600 1260000 19281 27932 14549 22523 19046

700 1260000 20565 31134 16271 22624 18548

800 1259000 21675 31963 17820 22670 18180

900 1260000 22692 31712 18346 22542 17913

1000 1260000 23786 30309 18990 21892 17424

1100 1260000 24538 29251 19337 21511 16651

1200 1260000 24995 27601 19177 20720 16615
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Figure 5.14: Signals efficiency for different SR as a function of the mass points of the
Type-III SeeSaw heavy leptons.
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5.2 Background Estimation
The sources of irreducible backgrounds are prompt leptons which are estimated
using Monte Carlo samples and coming from SM processes, such as decays of Z ,
W and Higgs bosons, or from prompt leptonic τ -lepton and t quark decays. To
remove possible overlap with the fake-factor method described in this section,
they are identified using truth-reco object matching. This kind of background is
obtained from the MC samples described in Section 4.4.

Still using these MC simulations, the source of another kind of background is
evaluated. Chargemisidentified (charge-flipped) electrons are taken into account
by applying a dedicated scale factor in regions that contain electrons. This SF is
derived by using a data-driven technique from the deviation of the modelling of
charge misidentification in MC samples from data, as described in Section 5.2.1.

The most important source of reducible background is given by events with the
presence of at least one fake or non-prompt lepton, commonly called fakes. This
contribution mainly comes from in-flight decays of mesons, jets reconstructed
as leptons and electron produced by photon-conversion. Due to the large un-
certainties affecting jets and hadronization processes, fake leptons can not be
estimated using MC predictions, but a dedicated data-driven method have to be
performed. The fake factor is calculated separately for electrons and muons. In
both cases, a fake factor estimations is performed independently in the low and
high regions of the lepton pT spectrum.

5.2.1 Background from electron charge misidentification
The misidentification of charge of prompt electrons is responsible for the largest
background in events with a same-sign electrons pair. This background consists
of events with two opposite-sign (OS) electrons among which one has its charge
misidentified. This source of background affects mainly the Q2 SR, where two
SS lepton pairs are present. By far the most probable mechanism of electron
charge misidentification is bremsstrahlung and it can be divided into two cat-
egories: the so-called trident events and stiff tracks. A simplified sketch of the
misidentification process is illustrated in Figure 5.15. Trident events arise when
an electron undergoes bremsstrahlung and the radiated photon converts into a
pair of electron-positron due to interactions with the detector material. It can
happen that the calorimeter is matched to a track with the opposite charge com-
pared to the original electron or that the photon transfers all of the energy to the
opposite sign electron and the original charge is lost. Stiff tracks are a special
case of bremsstrahlung where the radiated photon does not convert into a pair
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5.3 Electrons with misidentified charge background 116

EXOT19: requires events containing at least one electron with peT > 20 GeV

and passing LHLoose identification. This derivation is used for fake estima-

tion in the electron channel in Chapter 7.

HIGG3D3: requires events containing at least one electron with peT > 7

GeV and |�|e <2.6 passing the LHVeryLoose identification working point or

at least one muon with pµT > 7 GeV and |�|µ <2.7 being a combined muon.

Furthermore, events must contain at least one jet back-to-back (�R >2.5)

from the electron or the muon. This derivation is used for fake estimation in

the muon channel in Chapter 7.

5.3 Electrons with misidentified charge back-
ground

Channels involving two SS electrons (e±e±), and consequently also the

ones involving mixed-flavour leptons (e±µ±
), su⇤er from contamination by

OS events where one of the electrons charge is mis-reconstructed (also called

charge-flip events). A simplified sketch of the charge mis-identification pro-

cess is illustrated in Fig. 5.4.

Figure 5.4: Simplified representation of the electron charge mis-identification pro-
cess due to electron interaction with the detector material.

Charge mis-identification occurs because of the interaction between the

electron and the detector material. Di⇤erent physics processes, mainly di-

vided into two categories, can lead to this type of background:

• Bremsstrahlung: this process (e± � e±⇥� � e±e+e⇥) can lead to mul-

tiple types of final states. In the trident case, the information from the

EM calorimeter can be matched to the wrong electron track (Fig. 5.5a).

When the photon converts it can also happen that it transfers the ma-

jority of its energy to the OS electron (Fig. 5.5b). The bremsstrahlung

Figure 5.15: Simplified representation of the electron charge misidentification process
due to electron interaction with the detector material.

of electron-positron. The energy of the electron is correctly reconstructed from
the calorimeter information, however, the matched track has very few hits in the
silicon pixel layers, corresponding to the original electron, and its curvature is
not well defined. Since the electron charge is derived from the track curvature, it
could be incorrectly determined while the electron energy is likely appropriate.
These tracks can have very high momenta and are therefore called stiff tracks.
The probability to have one of these effects depends by the object energy in the
considered region.
The effect of muon charge misidentification is negligible because muons undergo
bremsstrahlung in the inner detector very rarely. Furthermore, their tracks are
measured also in the muon spectrometer, complementary to the inner detector,
which provides a much larger lever arm for the curvature measurement.

Charge misidentification is simulated by Geant4 in Monte Carlo samples but
it is not reliable to use it immediately. Misidentification due to trident events is
caused by interactions of particles with the detector material and such processes
are hard to simulate with an accurately precision. Furthermore, a very accurate
description of the detector material would be needed to reliably predict these
events. A data-driven approach was used to avoid this problem: the probability
of an electron undergoing charge misidentification was measured from the data
and compared to the Monte Carlo prediction. From this, a SF is derived as a cor-
rection factor for the charge misidentification modelling in the simulation and is
then applied to simulated events involving in same-sign pairs.

The charge-flip probability is estimated by performing a likelihood fit on a ded-
icated Z → ee data and MC Samples [104]. The first quantity to measure is the
probability ε for one electron to be reconstructed with incorrect charge. Con-
sidering an event with an OS electron pair, the final state can involve one of the
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following category:

• no charge misidentification, with a probability of (1 − ε)2;

• both electron misidentified, with a probability of ε2;

• only one electron with a wrong reconstructed charge, with probability
2ε (eε).

Given an initial number of realOS events, the reconstructed ones can by divided
by charge as:

NOS =
(
1 − 2ε+ 2ε2

)
N (5.3)

NSS = 2ε (1 − ε) w 2εN (5.4)

where the last approximation is possible if ε2 is negligible. Taken two electrons
i and j with different probabilities in the (pT , η) plane, the number of SS event
is:

N ij
SS = N ij (εi + εj) . (5.5)

If these SS events are produced by charge-flip in the Z peak, N ij
SS follows a

poissonian probability:

f
(
N ij

SS;λ
)

= λN ij
SSe−λ

N ij
SS!

(5.6)

where λis the expected number of SS events in bin (i, j) and it is defined as:

λ = (εi (1 − εj) + εj (1 − εi)) . (5.7)

Then, the probability for both electrons to produce a charge-flip is expressed by
the following equation:

P
(
εi, εj|N ij

SS, N
ij
)

= [N ij (εi + εj)]N
ij
SS e−N ij(εi+εj)

N ij
SS!

. (5.8)

The likelihood function L for all the events is expressed as:

L (ε|NSS, N) =
∏
i,j

P
(
εi, εj|N ij

SS, N
ij
)

(5.9)

and the ε parameter can be obtained by the minimization of the negative loga-
rithm likelihood which can be written as:

− ln L (ε|NSS, N) ≈
∑

i,j,k,l

ln
[
N i,j,k,l (εi,k + εj,l)

]N i,j,k,l
SS e−N i,j,k,l

(
εi,k+εj,l

)
(5.10)
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where k and l indexes indicate the pT and |η| dependencies of ε.As already said,
this likelihood method is performed on a pure Z sample, for which the subtrac-
tion of the backgrounds is needed. For this reason, the Z peak is divided into
three regions, for convenience named A, B and C , whereB is the central region
and A and C the side-bands. The number of events in the side-bands nA and nC

is removed from B region and then the final number of signal Z events is given
by:

NZ = nB − nA + nC

2 . (5.11)

Using the parameterization in electron pT and η ,which express the misidentifi-
cation probability P , a set of scale factors is obtained as:

• prompt electrons: SF = 1−P (CF ;data)
1−P (CF ;;MC) ;

• charge flip electrons: SF = P (CF ;data)
P (CF ;;MC) .

Two different mass intervals are used to define an opposite-charge (OC) and a
same-charge (SC) peak: |m(ee) −mOC(Z)| = 11.8 GeV and |m(ee) −mSC(Z)|
= 13.6 GeV , while the side-bands are defined in 11.8 GeV - 17.7 GeV and 13.6
GeV - 27.2 GeV interval for the OC and SC regions, respectively. As shown in
Figure 5.16, the Z peak in the SC region is shifted by approximately 1.5 GeV to
lower energies and the width is slightly broader compared to the Z peak in the
OC region. This is due to electron charge-flip events coming from an electron
radiating a photon which converts into an electron-positron pair. The particle
with the wrong charge is reconstructed with a lower energy than the parent
electron.

5.2.2 Background from fake leptons
Leptons can be produced from secondary decays into light leptons of light-flavour
or heavy-flavour mesons, embedded within jets, as illustrated in Figure 5.17. It
was already discussed and explained that MC simulations can not well describe
the non-prompt leptons contribution, then a data-driven method is used to es-
timate it to be considered into the analysis regions. Due to the low events in-
volving in this kind of processes, dedicated samples with a lot of simulated pro-
cesses are need to an accurate and precise measurement. Electron and muon
fake background estimation approach used in this analysis is called the fake-
factor method [209].

The fake factor method is an extrapolation technique for lepton fakes which are
taken from a dedicated control region with large statistics enriched with this
kind of contribution. A weight is calculated for each fake lepton, the fake factor,
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Figure 5.16: Dielectron invariant mass distributions for opposite-charge (OC, black) and
same-charge (SC, red) pairs for data (circles) and MC simulation (continuous line). The
latter includes a correction for charge misidentification. The hatched band indicates the
statistical error and the luminosity uncertainty summed in quadrature applied to MC
simulated events. Please note that the scales for OC and SC are different and given at
the left side (OC) and right side (SC), respectively [208].

Figure 5.17: Representation of an event containing a prompt lepton (left) and non-prompt
lepton (right). Electrons or muons are originated from a secondary vertex and are se-
lected as fake leptons coming from the primary vertex.

which is the ratio in which a fake particle passes the signal selection criteria (the
ID or tight selection) relative to another closely related, but with different se-
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lection (the anti-ID or loose selection). These weights are then applied to events
containing at least one fake lepton.

The selection requirements for tight and loose leptons applied for the fake
estimation are the same as for the analysis leptons, reported in Table 5.2 and
5.3. As described in Chapter 3, the tighter selections for all the objects are, by
definition, a subset of the loose selection. Then, to guarantee the orthogonality
between the two kind of object definitions, the loose lepton is required to fail the
tight criteria, as schematically illustrated in Figure 5.18. Also the control regions
used to estimate the fake contribution must be orthogonal to all the CRs, VRs and
SRs defined inside the analysis. The fake rate, representing the misidentification

Loose Tight

Figure 5.18: The loose and the tight regions in the MM.The tight region must be a subset
of the loose region (i.e. tight leptons should also pass all of the loose requirements).

probability, is defined as:

f = NTight

NTight +NLoose
(5.12)

where NTight and NLoose are the number of non-prompt leptons satisfying the
tight and loose identification conditions previously imposed. Exploiting the 5.12,
the fake-factor can be written as:

F = f

1 − f
= NTight

NLoose
. (5.13)

The fake-factor is measured as a function of one or more kinematic variables, in
this analysis pT and η. Only loose leptons contribute to the final number of fake
leptons and to avoid double counting, the prompt contribution estimated with
MC events needs to be subtracted from data:

Nfakes =
[

nloose∑
events

(−1)n−1
n∏
i

fi

]
data

−
[

nloose∑
events

(−1)n−1
n∏
i

fi

]
MC

. (5.14)
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For the two-lepton channel the 5.14 becomes:

NDilepton
fakes =

[∑
T L

F2+
∑
LT

F1−
∑
LL

F1F2

]
data

−
[∑

T L

F2+
∑
LT

F1−
∑
LL

F1F2

]
MC

, (5.15)

while for the three-lepton channel:

NT rilepton
fakes =

∑
T T L

F3 +
∑
T LT

F2 +
∑
LT T

F1 −
∑
T LL

F2F3

−
∑
LT L

F1F3 −
∑
LLT

F1F2 +
∑
LLL

F1F2F3


data

−

∑
T T L

F3 +
∑
T LT

F2 +
∑
LT T

F1 −
∑
T LL

F2F3

−
∑
LT L

F1F3 −
∑
LLT

F1F2 +
∑
LLL

F1F2F3


MC

,

and for the four-lepton channel:

NF ourlepton
fakes =

 ∑
T T T L

F4 +
∑

T T LT

F3 +
∑

T LT T

F2 +
∑

LT T T

F1 −
∑

T T LL

F3F4

−
∑

T LT L

F2F4 −
∑

LT T L

F1F4 −
∑

LT LT

F1F3 −
∑

LLT T

F1F2 −
∑

T LLT

F2F3

+
∑

T LLL

F2F3F4 +
∑

LT LL

F1F3F4 +
∑

LLT L

F1F2F4 +
∑

LLLT

F1F2F3

−
∑

LLLL

F1F2F3F4


data

−

 ∑
T T T L

F4 +
∑

T T LT

F3 +
∑

T LT T

F2 +
∑

LT T T

F1 −
∑

T T LL

F3F4

−
∑

T LT L

F2F4 −
∑

LT T L

F1F4 −
∑

LT LT

F1F3 −
∑

LLT T

F1F2 −
∑

T LLT

F2F3

+
∑

T LLL

F2F3F4 +
∑

LT LL

F1F3F4 +
∑

LLT L

F1F2F4 +
∑

LLLT

F1F2F3

−
∑

LLLL

F1F2F3F4


MC

.

A special note for the negative contributions in both the equation which are
needed to prevent double counting of events with exactly two and four loose
leptons.
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Electron Fake-Factor Estimation

Electron fake-factors are estimated in a single electron + jets control region. The
method relies on the assumption that the probability for reconstructing fake lep-
tons is assumed to be independent on the number of leptons in the event. Two
different pT regions are studied to estimate fake leptons with low-pT ( 10 GeV <
pT < 30 GeV ) and high-pT ( > 30 GeV ) in order to have enough events in each
one to estimate both contributions.In all these pT regions, the following selection
is applied:

• Exactly one electron and zero muons;

• Emiss
T < 40 GeV ;

• b-jet veto;

• At least 1 jet.

A second control region is defined with exactly the same cut above plus the re-
quirement of at least 2 jets in the event. This requirement is particularly useful
because it is also present in some of the analysis signal and control regions. The
reason for this selection is twofold:

• checking the stability of the fake factor that should be in principle inde-
pendent from the number of jets in the events;

• use the difference in the two regions as a source of systematic of themethod.

The trigger selection for single-electron events could artificially bias the sam-
ple, enhancing isolated electrons with respect to non-isolated ones. To avoid
this problem, prescaled low threshold single-lepton triggers are used instead of
the dilepton-trigger used in the analysis or the nominal single-electron triggers
which have much tighter requirements on electron identification compared with
the needs of this analysis. The average prescale is lower with the increase of the
trigger pT threshold. Each electron in the event is assigned to its own trigger
corresponding to its pT. The list of triggers used for this study is reported in Ta-
ble 5.9. If a trigger with lower prescale and higher pT threshold is available, it
is used instead. If the electron is matched to the corresponding trigger and the
trigger fired, then it is included in the region.

The dijet fakes-enriched regions are shown in Figures 5.19 and 5.20 for the high-pT
regions with at least 1 and at least 2 jets, and in Figures 5.21 and 5.22 for the
low-pT region considering also in this case two sets of plots depending on the
number of jets in the final state. Selected events still contain prompt electrons
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Trigger Average prescale Periods

Low-pT
region

HLT_e5_lhvloose 78151 2015
HLT_e5_lhvloose_nod0 99497 2016-2018
HLT_e10_lhvloose_L1EM7 34175 2015
HLT_e10_lhvloose_nod0_L1EM7 85354 2018
HLT_e12_lhvloose_L1EM10VH 2199.9 2015
HLT_e12_lhvloose_nod0_L1EM10VH 8981.7 2016-2018
HLT_e15_lhvloose_L1EM13VH 760.01 2015
HLT_e15_lhvloose_nod0_L1EM7 15361 2018
HLT_e17_lhvloose 480.00 2015
HLT_e17_lhvloose_nod0 1963.5 2016-2018
HLT_e20_lhvloose 400.00 2015
HLT_e20_lhvloose_nod0 1599.9 2016-2018
HLT_e24_lhvloose_nod0_L1EM18VH 2274.7 2016

Both pT
regions

HLT_e26_lhvloose_nod0_L1EM20VH 111.23 2015-2016
HLT_e28_lhvloose_nod0_L1EM20VH 367.62 2017
HLT_e28_lhvloose_nod0_L1EM22VH 384.54 2018

High-pT
region

HLT_e60_lhvloose_nod0 32.935 2015-2018
HLT_e70_lhvloose_nod0 64.131 2018
HLT_e80_lhvloose_nod0 40.430 2018
HLT_e100_lhvloose_nod0 19.453 2018
HLT_e120_lhvloose_nod0 12.150 2016, 2018
HLT_e140_lhvloose_nod0 2.6370 2017-2018
HLT_e160_lhvloose_nod0 1.6010 2017-2018
HLT_e200_etcut / 2015
HLT_e300_etcut / 2016–2018

Table 5.9: A summary of the fake-factor estimation trigger requirements for electrons.

after all selection requirements are applied, coming fromW+jets, Drell-Yan, di-
boson and multiboson, rare top, tt̄ and single top decays. They are subtracted
from data before the calculation of fake-factors. The fake electron composition
is reported in Appendix A.1 to show events producing non-prompt leptons. The
MC subtraction is much larger in the tight region compared with the loose region
and amounts for up to 50% of all electrons. The fake-factor is parameterized in
pT with a variable binning which is driven by the uncertainty in a specific bin2,
and η accounting four slices ( 0 < |η| < 0.7, 0.7 < |η| 1.37, 1.52 < |η| < 2.01 and 2.01
< |η| < 2.47) excluding the crack-region.

Looking at the high-pT loose electrons pT distributions, in Figures 5.19b and

2The last pT bin includes the overflow and is extended to infinity and no extrapolation of the
fake factor is performed.
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5.20b, a discontinuity around 300 GeV is observed. This effect is due to the dif-
ferent online ID requirements on triggers, asHLT_e300_etcut does not have
any ID requirements and its efficiency is around 100%.
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Figure 5.19: Fakes-enriched regions in the nominal high-pT selection with at least 1
jet:5.19a pT distribution of tight electrons, 5.19b pT distribution of loose electrons, 5.19c η
distribution of tight electrons, 5.19d η distribution of loose electrons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

The main sources of the systematic uncertainties of the fake-factor come from
Monte Carlo modelling of the subtracted leptons, from different composition of
fake electrons in the fake enriched region compared to the signal region, and
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Figure 5.20: Fakes-enriched regions in the nominal high-pT selection with at least 2
jets:5.20a pT distribution of tight electrons, 5.20b pT distribution of loose electrons, 5.20c
η distribution of tight electrons, 5.20d η distribution of loose electrons. All the distribu-
tions show data events and the prompt MC component subtracted from data, to ensure
a fake dominated region.

from the normalisation of Monte Carlo samples in the fakes-enriched region.
The fake factor is independently measured for each of those variations and all of
them are presented in Table 5.10. In addition, all MC samples were varied by 10
% to account for cross-section and luminosity uncertainties as well as the mod-
elling of the prompt MC used in the subtraction procedure.

The resulting fake-factors for each variation are shown in Figure 5.23 and 5.24
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Figure 5.21: Fakes-enriched regions in the nominal high-pT selection with at least 1
jet:5.21a pT distribution of tight electrons, 5.21b pT distribution of loose electrons, 5.21c η
distribution of tight electrons, 5.21d η distribution of loose electrons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

for the high-pT region with at least 1 and at least 2 jets, while for low-pT re-
gion they are reported in Figure 5.25 and 5.26, also divided per jets multiplicity.
Combined fake-factors systematic is calculated by adding all variations and the
statistical uncertainty in quadrature. As shown by these sets of plots, the largest
contribution to the uncertainty is due to the MC scaling.

The extrapolated fake-factors are validated by performing closure tests in the
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Figure 5.22: Fakes-enriched regions in the nominal high-pT selection with at least 2
jets:5.22a pT distribution of tight electrons, 5.22b pT distribution of loose electrons, 5.22c
η distribution of tight electrons, 5.22d η distribution of loose electrons. All the distribu-
tions show data events and the prompt MC component subtracted from data, to ensure
a fake dominated region.

fakes-enriched region using exactly the same selection as for the fake-factors
measurement for data events and comparing them to the combined prediction
of MC and the fake-factor method. Also the object selection is the same as the
nominal event selection.

Prompt MC processes considered in the closure tests are the same as for the
fake-factors derivation, while the remaining events arewell described by the esti-
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Variation Purpose

Flipped requirement on number of jets fakes composition
Removed Emiss

T requirement fakes composition
Removed b-jet veto fakes composition

MC scaled up by 10 % MC modelling, cross-section and luminosity
MC scaled down by 10 % MC modelling, cross-section and luminosity

Table 5.10: Summary of the variations used for the determination of the systematic un-
certainty of the fake factors.

mated fake-factors contribution, as shown in Figure 5.27 and 5.28 for the high-pT
region and in Figure 5.29 and 5.30 for the low-pT one. For both pT regions the at
least 1 and at least 2 jets selection are shown. Only the systematic uncertainty
related to the fake-factor is considered. Overall the agreement is good even up
to very high electron energies.

In the low-pT closure tests, an asymmetric systematic band can be seen. This
effect is attributable to the different pre-selection at the generation level which is
present in the SUSY17 DAOD between data and MC samples. Due to the huge
size of the data in this DAOD set, a number of jet more or equal than two was
imposed by the Derivation Production Team. This requirement was not applied
to the MC predictions. For this reason, the asymmetry of the uncertainty is more
evident in the region with at least one jet with respect to the one where more
than two jets are present.

As clearly visible in the sub-plots of Figures 5.25 and 5.26, this effect does not
involve the nominal fake-factor value, but it affects only the systematic uncer-
tainty. This is mainly due to events coming from the number of jets variation.
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Figure 5.23: Measured fake-factors for an electron in the high-pT region with at least 1
jet, with systematic variation applied. First η bin in 5.23a, second in 5.23b, third in 5.23c
and last in 5.23d.
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Figure 5.24: Measured fake-factors for an electron in the high-pT region with at least 2
jets, with systematic variation applied. First η bin in 5.24a, second in 5.24b, third in 5.24c
and last in 5.24d.
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Figure 5.25: Measured fake-factors for an electron in the low-pT region with at least 1
jet, with systematic variation applied. First η bin in 5.25a, second in 5.25b, third in 5.25c
and last in 5.25d.
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Figure 5.26: Measured fake-factors for an electron in the low-pT region with at least 2
jets, with systematic variation applied. First η bin in 5.26a, second in 5.26b, third in 5.26c
and last in 5.26d.
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Figure 5.27: The electron fake-factors closure test in high-pT region with at least 1 jet.
In 5.27a the pT distribution is shown, while in 5.27b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.28: The electron fake-factors closure test in high-pT region with at least 2 jets.
In 5.28a the pT distribution is shown, while in 5.28b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.29: The electron fake-factors closure test in low-pT region with at least 1 jet. In
5.29a the pT distribution is shown, while in 5.29b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.30: The electron fake-factors closure test in low-pT region with at least 2 jets.
In 5.30a the pT distribution is shown, while in 5.30b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Muon Fake-Factor Estimation

Fakemuonsmight arise from in-flight decays of mesons inside jets with the semi-
leptonic decay of B meson as one of the largest contributions, as illustrated in
Figure 5.31. Combinations of prompt and fakemuons can contribute to the signal
region if the fake muon satisfies tight isolation and impact parameter require-
ments.

Figure 5.31: Representation of an event containing a non-prompt muon: a b-hadron is
produced in the IP with consequent decay into light quarks jets in secondary displaced
vertex. Muons originate from the b-hadron secondary decay and can fake leptons coming
directly from the PV [210].

As for the electron fake-factor estimation, also for muons a dedicated dijet CR is
defined, considering both high-pT and low-pT regions. Selected events still con-
tain prompt electrons after all selection requirements are applied, coming from
W+jets, Drell-Yan, diboson and multiboson, rare top, tt̄ and single top decays.
They are subtracted from from data before the calculation of fake-factors. The
fake muon composition is reported in Appendix A.1 to show events producing
non-prompt leptons. Since high momenta fake muons are usually produced with
an associated jet, in the high-pT phase-space region fake-factors are measured
using a tag-and-probe (T&P) technique having a better performance with respect
to the standard single-lepton approach. the following selection is applied:

• Exactly one muon and zero electron;
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• b-jet veto to avoid fakes from heavy flavour decay;

• Emiss
T < 40 GeV to reduce theW → µν events;

• At least 1 jet.

Also in this case, the at least 2 jets region is studied. Using the T& P method,
a jet is considered as the tag and a reconstructed muon as the probe. Tag and
probe objects are assumed to travel in the opposite directions, then an angular
requirement on the φ angle is imposed as ∆φ > 2.7, requiring also a jet with pT >
35 GeV . Similar to electrons prescaled non-isolated single-muon triggers have
to be used and are listed in Table 5.11.

Trigger Average prescale Periods

Low-pT
region

HLT_mu6 43434 2015–2018
HLT_mu10 4832.0 2015–2016
HLT_mu14 2143.2 2015–2018
HLT_mu18 546.81 2015–2016
HLT_mu20 1426.1 2016–2018
HLT_mu22 1170.7 2016–2018

Both pT regions HLT_mu24 49.363 2015–2018

High-pT region HLT_mu50 / 2015–2018

Table 5.11: A summary of the fake-factor estimation trigger requirements for muons.

The pT and η distributions after the selection requirements are shown in Figure
5.32 and 5.32 for the high-pT region and in Figure 5.34d and 5.34d for the low-pT
one, for both tight and loose muons.

Systematic uncertainties in the measurement of muon fake-factors are estimated
by altering the selection of dijet events. For the low-pT region, the same vari-
ations as for the electron fake-factor estimation are accounted, as reported in
Table 5.10. For the high-pT region, several variations are instead performed due
to the different effects in T& P method:

• Emiss
T is varied, independently, upward and downward by 10 GeV for both

tight and loose muons. With these requirements, the subtracted W+jets
events (i.e. the fraction of prompt muons) are varied looking at different
phase-space;
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Figure 5.32: Fakes-enriched regions in the nominal high-pT selection with at least 1
jet:5.19a pT distribution of tight muons, 5.19b pT distribution of loose muons, 5.19c η
distribution of tight muons, 5.19d η distribution of loose muons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

• pT of recoiling jet is increased up to 40 GeV (hence altering the collimation
of the fake jet) for the same reason, since the isolation distribution of the
fake muon might differ between the dijet selection and the sidebands;

• The kinematic balance of the muon and the recoiling jet, which affects
the isolation, can also be altered varying the back-to-back requirement
∆φ (µ, jet) by 0.1 upward and downward.

The fake-factor is parameterized in pT with a variable binning, and η considering
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Figure 5.33: Fakes-enriched regions in the nominal high-pT selection with at least 2
jets:5.20a pT distribution of tight muons, 5.20b pT distribution of loose muons, 5.20c η
distribution of tight muons, 5.20d η distribution of loose muons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

5 slices, including also the crack-region. The measured fake-factors for muons
and the effect of each systematic alteration on the nominal measurement can be
seen for the high-pT region in Figure 5.36 for at least 1 jet and Figure 5.37 for at
least 2 jets, while for the low-pT one in Figure 5.38 considering at least 1 jet and
Figure 5.38 for at least 2 jets. The total uncertainty is estimated by comparing the
statistical uncertainty on the nominalmeasurementwith themaximumdeviation
between the nominal fake-factor and each systematically altered measurement.
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Figure 5.34: Fakes-enriched regions in the nominal low-pT selection with at least 1
jet:5.21a pT distribution of tight muons, 5.21b pT distribution of loose muons, 5.21c η
distribution of tight muons, 5.21d η distribution of loose electrons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

The largest signed deviation is taken to be the total uncertainty for lower bounds
and upper bounds in turn. An uncertainty ranging between ≈ 10% and ≈ 50% is
achieved across pT intervals.

The deviation of the at least 1 jet case with respect to the at least 2 jets one is
clearly visible in the fake-factors distributions is due to different pre-selection
in data and MC simulations of the SUSY17 derivations, as mentioned in the
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Figure 5.35: Fakes-enriched regions in the nominal low-pT selection with at least 2
jets:5.22a pT distribution of tight muons, 5.22b pT distribution of loose muons, 5.22c
η distribution of tight muons, 5.22d η distribution of loose muons. All the distributions
show data events and the prompt MC component subtracted from data, to ensure a fake
dominated region.

previous sub-section.
The extrapolated fake-factors are validated by performing closure tests in the

fake-enriched regions for each pT region in the at least 1 and at least 2 jets phase-
space. The closure test CRs have similar event selection to fake-factor derivation
but removing, for the high-pT range, the jet angular requirements.

Prompt MC processes considered in the closure tests are the same as for the
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fake-factors derivation, while the remaining events arewell described by the esti-
mated fake-factors contribution, as shown in Figure 5.40 and 5.41 for the high-pT
region and in Figure 5.42 and 5.43 for the low-pT one. For both pT regions the at
least 1 and at least 2 jets selection are shown. Only the systematic uncertainty
related to the fake-factor is considered. As for the electron low-pT case, the
asymmetry in the systematic bands for low-pT muons is due to the pre-selection
at the derivation level.
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Figure 5.36: Measured fake-factors for a muon in the high-pT region with at least 1 jet,
with systematic variation applied. First η bin in 5.36a, second in 5.36b, third in 5.36c, the
fourth in 5.36d and the last in 5.36e.
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Figure 5.37: Measured fake-factors for a muon in the high-pT region with at least 2 jets,
with systematic variation applied. First η bin in 5.37a, second in 5.37b, third in 5.37c, the
fourth in 5.37d and last in 5.37e.
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Figure 5.38: Measured fake-factors for a muon in the low-pT region with at least 1 jet,
with systematic variation applied. First η bin in 5.38a, second in 5.38b, third in 5.38c, the
fourth in 5.38d and last in 5.38e.
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Figure 5.39: Measured fake-factors for a muon in the low-pT region with at least 2 jets,
with systematic variation applied. First η bin in 5.39a, second in 5.39b, third in 5.39c, the
fourth in 5.39d and last in 5.39e.

157



Search for Type-III SeeSaw heavy leptons Background Estimation

10

210

310

410

510

610

710

810

910

1010

1110

E
v
e
n

ts

Data W+jets

Mis­ID lep. Drell­Yan

tt Diboson

Single top Rare top

MC Stat. MC Sys.

­1 = 13 TeV, 139 fbs

at least 1 jet

closure

30 40 50 60 70 80 90 100
 [GeV]

T
Muon p

0.6
0.8
1.0
1.2
1.4

D
a

ta
 /

 P
re

d
.

(a)

10

210

310

410

510

610

710

810

910

1010

1110

E
v
e
n

ts

Data W+jets

Mis­ID lep. Drell­Yan

tt Diboson

Single top Rare top

MC Stat. MC Sys.

­1 = 13 TeV, 139 fbs

at least 1 jet

closure

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

ηMuon 

0.6
0.8
1.0
1.2
1.4

D
a

ta
 /

 P
re

d
.

(b)

Figure 5.40: The muon fake-factors closure test in high-pT region with at least 1 jet. In
5.40a the pT distribution is shown, while in 5.40b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.41: The muon fake-factors closure test in high-pT region with at least 2 jets. In
5.41a the pT distribution is shown, while in 5.41b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.42: The muon fake-factors closure test in low-pT region with at least 1 jet. In
5.42a the pT distribution is shown, while in 5.42b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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Figure 5.43: The muon fake-factors closure test in low-pT region with at least 2 jets. In
5.43a the pT distribution is shown, while in 5.43b the η one. The pink band shows the
systematic uncertainty associated to the fake-factor measurement.
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5.3 Systematic Uncertainties
In the statistical analysis, several sets of systematic uncertainties are taken into
account to cover all the detector and simulation limitations. Despite the very
powerful and precise tools used to generate Monte Carlo samples, they exploit
theoretical models which are as close as possible to reality but still an approxima-
tion of the real Nature. On the other side, as discussed in Chapter 3, the ATLAS
detector provides optimal measurements of all the physical objects detected even
with a certain level of approximation. For these reasons, theoretical and experi-
mental systematic uncertainty sources have to be considered in every analysis for
both background and signal predictions. Usually each systematic uncertainty in
the signal strength is evaluated by varying the corresponding nuisance parame-
ter (NP) by one standard deviation (σ) and reweighting accordingly all the events.
This leads to two shifted distributions for each variable of interest representing
the fluctuation (±1σ) with respect to the nominal distribution. In cases where
both shifted distributions produce a defect or an excess with respect to the nom-
inal distribution, the resulting variation is symmetrized assuming that is of the
same size in both directions. Some systematic uncertainties can not be treated
in this way and require a specific case dependent approach.

Systematic uncertainties may affect the normalization of the samples, the
shape of the distributions or both. Even if they come from different sources of
systematics, during the fit procedure possible correlated effects can appear in the
measurement.

All the systematics, both theoretical and experimental, which are considered
in this analysis are reported in Table 5.13 with the corresponding number of NP.
In Appendix A.2 the magnitudes of systematic and normalisation uncertainties
after the background-only fit are summarised.

5.3.1 Theoretical Uncertainties
Monte Carlo generators allows variations of theoretical models used to produce
the samples. The schematically representation of an inclusive cross-section σ(n)

for pp → X calculated at n-th order in perturbation theory is given by:

σ(n) = PDF(x1, µF) ⊗ PDF(x2, µF) ⊗ σ̂(n)(x1, x2, µR) (5.16)

with
σ̂(n) = αsσ̂

(0) + α2
sσ̂

(1) + . . . αn
s σ̂

(n) + O(αn+1
s ) , (5.17)

where x1 and x2 are the fractions ofmomentum coming from each of the two par-
tons, and µF and µR are factorisation and renormalisation scales, respectively.
Scale variation uncertainties, PDF uncertainties and αs uncertainties are esti-
mated for the main background, the diboson, and for the signal samples. Also
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the effect of the choice of generator software used for the hard process and for
showering is estimated.

Additionally, a systematic uncertainty to cover the different number of jets re-
quirement between the ZL and the JNLow regions is taken into account. This
was needed since the background estimation evaluated in a CR with at least two
jets applied to a SR with maximum one jets can not account the mis-modelling
of the MC generators. The variation applied to this systematic is the normaliza-
tion factor obtained by performing a background-only fit considering the JNLow
VR as a CR. For the second main background, the rare top process, a theoretical
systematic is applied considering only the higher scale uncertainties due to ttW
and ttZ processes following the recommendations provided by the Top Physics
Modelling Group of the ATLAS Collaboration [206]. These last two systemat-
ics are equal to: ±1.1 for the diboson modelling, +13.3 −11.7 for the rare top
contribution.

The choice of the QCD renormalisation scale µR and factorisation scale µF

is taken as an uncertainty. The conventional approach is to vary these scales
upwards and downwards by a factor of two, both individually and then together.
The uncertainty is evaluated by taking an asymmetric envelope of seven varia-
tions obtained by varying scales up and down by a factor of two, but excluding
the variations where one is varied up and the other varied down. This leads to
the inclusion of the variations as they are shown in Table 5.12.

In addition at the missing higher order uncertainties there are several sources

µR

µF 0.5 1 2

0.5 Z Z R

1 Z 4 Z

2 R Z Z

Table 5.12: Applied renormalisation and factorisation scale variations. Variations
marked in green are taken as uncertainties, while the ones in red are not used. In black
the is the nominal choice.

of uncertainty that affect the determination of PDFs, mainly experimental un-
certainties entering the datasets used in the PDF fits and the uncertainty on
functional form used in the PDF fits. Other theory uncertainties such as the
nuclear effects or the flavour scheme are not explicitly taken into account, but
some of these effects are indirectly probed when comparing different PDF sets.
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The LHAPDF6 toolkit [207] is used to calculate the PDF uncertainties.

The strong coupling constant αs is determined experimentally from the com-
bination of a different datasets and its value is quoted at the scale of the Z boson
mass. Two main sources of uncertainty are taken into account: the truncation
of the cross-section calculation at a fixed order in perturbation theory and the
experimental errors in the determination of αs. To estimate the effect of the
computation of the strong coupling constant αs of 0.118 the event weights are
recomputed using PDFs where αs is scaled downwards and upwards to 0.117
and 0.119, respectively. The nominal value is compared with the scaled values
by using:

δαsσ = σ(αdown
s ) − σ(αup

s )
2 . (5.18)

Since the value of αs affects the cross-sections of the processes used in the PDF
fits, there is an interplay between the αs and PDF uncertainties, however the
correlation is small. To reduce the impact the two uncertainties are added in
quadrature

δαs+PDFσ =
√

(δPDFσ)2 + (δαsσ)2 . (5.19)

5.3.2 Experimental Uncertainties
The main reason to use experimental systematics is due to differences between
reconstruction results of data and simulated events. Two kinds of uncertainties
affect the experimental contribution:

• Calibration uncertainties change particle momenta to account for uncer-
tainties in momentum scale and track reconstruction;

• Efficiencies uncertainties are the result of different reconstruction, object
identification, charge identification, isolation, and trigger efficiencies of
leptons in data compared to Monte Carlo and are estimated by varying the
corresponding scale-factors (SF).

Both of them are applied to signal and background MC predictions but not to
data.

Since the fake-lepton contribution is estimated by a data-driven technique, an
additional uncertainty is assigned for both the lepton flavours accounted. Fake-
factors are varied to improve the modelling of the fake background as discussed
in Section 5.2.2.

The experimental systematics considered in this analysis are:
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• Luminosity: which is the uncertainty on the total integrated luminosity
recorded by ATLAS during the full Run 2 period, from 2015 to 2018. It is
accounted as a variation of 1.7%;

• Pile-up reweighting: comes from the SF used to control the pile-up value
which scales data before the assignment of pile-up weights;

• Electron calibration: considers both uncertainties in the electron momen-
tum resolution and scale;

• Electron efficiencies: due to the uncertainty on each SF calculated for the
electron trigger, reconstruction, identification and isolation steps. The
charge identification efficiency SF is also included in this set which is ob-
tained using a BDT to reduce the numbers of electrons that are recon-
structed with a wrong charge. This uncertainty includes one term for the
systematic effects and another one to account the limited statistics avail-
able in the bins where the SF was obtained;

• Muon calibration: includes uncertainties for momentum measurements
provided by the Inner Detector andMuon Spectrometer and the muonmo-
mentum scale accounting also the residual charge-dependent bias due to
the muon track sagitta correction;

• Muon efficiencies: as for the electron case, a set of uncertainties on the
efficiency SFs of the muon are provided. All of these systematics have
two nuisance parameters (three for the muon reconstruction step since
also the bad muon uncertainty is considered), accounting both systematic
and statistical effects. Additionally, the uncertainty on the muon track-to-
vertex association (TTVA) efficiency is part of this set with two NPs;

• Jet Calibration: this set of systematics includes uncertainties for both JER
and JES. The JES uncertainties come from several primary sources: the
standard calibration which have 14 NPs, the flavour dependence by the
jet composition, the pile-up uncertainty due to the number of primary
vertexes and µ values, the punch-through uncertainty depending by the
number of muon segments behind the jet and the MC non-closure which
affects samples where kinematic observables of the calibrated jet are not
restored to that of the corresponding truth jet. JER systematic has instead
9 NPs due to the difference between data and MC and the noise term eval-
uation from random cones in zero bias data;

• Jet efficiency: considers a single NP which encodes the efficiency of the Jet
Vertex Tagger algorithm and a set of 6 NPs accounting the SFs that correct
the flavour tagging rate of the various jet flavours;
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• Emiss
T soft term: includes uncertainties parameterized as parallel and per-

pendicular components to the hard term. Both offset and smearing contri-
bution are taken into account;

• Fake factor: to cover the uncertainties on the data-drive method used to
estimate the fake factors, two additional systematics are added, one for
electron and one for muon. Each systematic covers the phase-spaces not
considered during this evaluation.

5.4 Signal Extraction Technique

Data can be interpreted following two kind of hypotheses: they can be con-
sistent with the SM prediction only (usually called background-only) or check
if a match with the background plus signal hypothesis is possible at a certain
confidence level [211]. To study these statistical interpretations, each hypothesis
needs to be included in a likelihood (LH) function, which encodes the probability
distributions for different regions defined in the analysis fitted simultaneously.
The LH function uses several parameters commonly divided into parameters of
interest (POI) and nuisance parameters (NPs). The POI is represented by the sig-
nal strength µ, which is a free parameter in the fit to perform an extrapolation
indicating the best match hypothesis. A µ = 0 indicates the background only
hypothesis while µ = 1 represents the signal plus background hypothesis. The
NPs correspond to the uncertainties entering in the fit and are estimated bymaxi-
mizing the LH, returning their most likely values based on the observations from
data.

The HistFitter statistical framework [204] is used to perform the fit,
based on ROOT and RooFit [212] frameworks. First, a background-only fit
is performed in all the CRs, considering as floating parameters the yields of the
main backgrounds affecting the analysis regions. With this procedure, a normal-
ization factor (NF) can be extrapolated for each process. Then, an exclusion fit
is executed using both signal and background yields to find possible excess of
the signal with respect to the SM predictions, if not present, an upper bound on
the production cross-section of the new physics process is set. The validity and
performance of the fit is estimated in VRs where the NFs are applied. A summary
of the fit procedure considered in this analysis is reported in Table 5.14
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Category Type Nuisance Parameters

Luminosity 1
Pile-up reweighting 1

Theory Sherpa 2.2.1 PDF variation 1
uncertainties Sherpa 2.2.1 QCD scale variation 1

Sherpa 2.2.1 PDF choice 1
Diboson Njet Modelling 1
Rare Top ttW/ttZ 1
MadGraph5_aMC@NLO PDF variation 1
MadGraph5_aMC@NLOQCD scale vari-
ation

1

Data-driven
background

Electron fake factors 1
Muon fake factors 1

Electron
calibration

Resolution 1
Momentum scale 2

Electron
efficiencies

ID 1
Reconstruction 1
Isolation 1
Trigger 2
Charge identification 2

Muon
calibration

Smearing of the ID and MS track 2
Momentum scale 3

Muon
efficiencies

Reconstruction 3
Isolation 2
TTVA 2
Trigger 2

Jet calibration

Jet energy scale calibration 14
Jet energy scale flavour dependence 3
Jet energy scale pile-up dependence 4
Jet energy scale calorimeter punch-
through

2

Jet energy scale MC non-closure 2
Jet energy resolution 9

Jet
efficiencies

JVT 1
Flavour tagging 6

Emiss
T soft

track
Offset along the ptHard axis 1
Smearing by resolution uncertainty along
and perpendicular to ptHard axis

2

Table 5.13: Summary of the sources of systematic uncertainty considered in the analysis
with the corresponding number of nuisance parameters.
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3 leptons 4 leptons
ZL CR ZL SR ZLveto SR JNLow SR Q0 Diboson CR Q0 Rare Top CR Q0 SR Q2 SR

Diboson-3l (WZ) 4 Z Z Z - - - -
Diboson-4l (ZZ) - - - - 4 Z Z Z

RareTop Z Z Z Z Z 4 Z Z

background-only fit 4 - - - 4 4 - -
exclusion fit 4 4 4 4 4 4 4 4

Table 5.14: Upper part shows the summary of the regions used to fit the yields of the
largest SM background predictions. Regions used to extrapolate the normalization factor
for a certain SM prediction aremarkedwith a black check-mark (4), while regionswhere
this NF is only applied are marked with a green check-mark (Z). Regions where the
NF is neither extrapolated and neither applied are instead marked with a dash(-). The
lower part shows which regions are used in the fit depending on the fit configuration
(background-only or exclusion).

5.4.1 Likelihood-based test
A likelihood function (L) is constructed in the fit, containing the POI, the NFs for
background processes and the NPs. The likelihood is defined as:

L (n,θ0|µsig,µb,θ) = PSR × PCR ×GNP (5.20)

= P

nSR|µsig · S (θ) +
bkgs∑

b

µbB (θ)
 (5.21)

×
nbins∏
i∈CR

Pi

nCR|
bkgs∑

b

µbB (θ)
 (5.22)

×GNP s (θ0|θ) . (5.23)

The first term 5.21 is the poissonian probability to observe n events given the
signal plus background hypothesis:

n = µsig · S (θ) + µb ·B (θ) . (5.24)

The number of observed events in the signal region is nSR while S (θ) andB (θ)
are the expected signal and background yields as function of the NPs θ, respec-
tively. The parameter µb is a vector describing the NF for each background pro-
cesswhich is constrained exploiting the 5.22. To increase the experimental power
and to constrain the values of NPs, in this analysis CRs use binned distributions,
then a multi-bin Poisson distribution is considered. Since CRs are poor in sig-
nal events, nSR is assumed to be null and only the total background yields of an
individual bin in the CR are accounted in the i index. Both the signal and the
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background expected yields depend on NP, accounting for the impact of system-
atic uncertainties on the expected yields. Not all the NPs are common for both
CR and SR, but they are correlated across the regions if the same background pro-
cess is present. The term in 5.23 is referred to the parameterization of the NPs
and constrains the values of auxiliary measurements θ0 to its measured value
θ. Depending on the NP considered, the G can be a Gaussian or a Poisson dis-
tribution. Luminosity, cross-sections or experimental systematic uncertainties
require a Gaussian auxiliary measurements, such as most of the systematic un-
certainties; while to account the limited number of events in the samples used
in the analysis a poissonian treatment is needed. Each systematic uncertainty
can either affect the overall normalization of the sample, or its shape, or both.
Commonly, the θ are scaled to have a nominal value equal to 0 and systematic
uncertainty variation corresponding to ±xσ for θ = ±x.

5.4.2 Hypothesis test
To test a hypothesised value of signal strength µ, the profile likelihood ratio qµ is
used as test statistic. It is defined as:

qµ = −2 · ln
L
(
µ, θ̂µ

)
L
(
µ̂, θ̂

) (5.25)

where µ̂ and θ̂ maximize the unconditional LH function, while θ̂µ maximizes
the LH for the specific value of µ. The test-statistic is positive-defined. A qµ

value close to zero suggests a signal-like data distribution while a larger qµ a
background-like data distribution.

The probability value assigned to a hypothesis test, commonly named p-
value, is calculated using a distribution of test statistic, the probability density
function (PDF), f (qµ|µ,θ). It is determined using a MC generation of pseudo-
experiments (called toys) to randomize the observed events and the the central
values of the auxiliary measurements. Following the Wilks’ theorem [213], the
distribution of f (qµ|µ,θ) can be approached with the asymptotic formula [214],
when data sample is large enough. In this case it is distributed as a χ2 with one
degree of freedom and it is independent of the actual values of the auxiliary mea-
surements. This theorem holds true for as few as ∼ O(10) events and can be used
to save time by forgoing the need to run computationally expensive toys. The
p-value for a given observation can be defined, under the µ hypothesis, as the
level of agreement of data with the same hypothesis. Considering an observed
value of test statistic qobs

µ , the p-values is defined as:

pµ =
∫ ∞

qobs
µ

f (qµ|µ) dqµ, (5.26)
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and can be converted into equivalent normal significance Z : by convention a
discovery is made when the background-only hypothesis is rejected at 5σ. If x is
a Gaussian distributed variable with meanmx, x̂ (x̂ > mx) is defined as the value
of x which has an upper-tail probability equal to the p-value p. The significance
Z is defined as the number of standard deviations of x̂ with respect tomx:

Z = Φ−1(1 − p), (5.27)

where Φ−1 is the quantile (that is the inverse of the cumulative distribution) of
the standard Gaussian.

The CLs [215] method is used to ascertain upper limits on the signal re-
gions. When considering upper limits, it is quoted the value of µ for which the
median p-value is equal to 0.05, as this gives the median upper limit on μ at 95%
confidence level. To define it, both the p-values for the signal plus background
hypothesis pS+B and for the background-only hypothesis pB need to be com-
puted. Once the PDFs are known, the probability pS+B can be defined that a
signal plus background hypothesis gives a test-statistic above an observed value
qobs

µ . Likewise, the probability pB is defined that a background-only hypothesis
exhibits a test-statistic lower than the observed value:

pB = P
(
qµ < qobs

µ |B
)

=
∫ qobs

µ

−∞
f (qµ|B) dqµ, (5.28)

pS+B = P
(
qµ > qobs

µ |S +B
)

=
∫ ∞

qobs
µ

f (qµ|S +B) dqµ. (5.29)

Then, the final confidence level CLs is computed as the ratio:

CLs = pS+B

1 − pB

, (5.30)

and if below 5%, allows to exclude a hypothesis at 95% CL.
Since NPs are usually used in this kind of computation, the fitted µ̂ parame-

ters is affected also by uncertainty, which depends on the one of the NPs ∆θ. For
simplicity, considering only one NP on µ̂, its impact can be evaluated as:

∆µ̂ = µ̂
(
θ̂ ± ∆θ

)
− µ̂

(
θ̂
)
. (5.31)

As a result, the NP can be over-constrained which means that the post-fit un-
certainty ∆θ is smaller than the pre-fit one or pulled, showing the difference
between pre- and post-fit NP values (θ). In both cases, the predicted rates of sig-
nal and background process and the corresponding systematic uncertainties are
modified.

It is also important to point out that the sensitivity of an experiment is char-
acterized by the expected median significance to reject different values of µ. In
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this way is it possible to find also a measure of how much one would expect this
to vary as a result of statistical fluctuations in the data. Usually, this estimation
is performed by replacing the ensemble of simulated datasets by a single rep-
resentative one, the so called Asimov dataset, which is generated depending on
the distributions of the MC samples and to the chosen test statistic. Considering
the Asimov dataset, data are set, in each bin, to the corresponding background
predictions value and this is used to evaluate the effects of systematics on the fit,
looking for possible pulled or over constrained NPs.

5.4.3 Background extrapolation and error propagation

As previously mentioned, the normalization factor for the corresponding back-
ground hypothesis µB is performed in the CR and then applied to VRs and SRs.
A single PDF is constructed including all the NPs shared between CRs and SRs
to consider information from both signal and background events, as well as sys-
tematic uncertainties. In this procedure, only the CRs are used as a constrain
in the fit, while in SRs and VRs only the corresponding modification to the PDF
can be applied. Taking for simplicity only one NF extracted by a single CR and
applied to a single SR (or VR), the estimated background yields are computed as:

Np (SR, est.) = Np (CR, obs.) ·
[
MCp (SR, unnorm)
MCp (CR, unnorm)

]
= µp ·MCp (SR, unnorm) ,

where p indicates the background process, Np (CR, obs.) the observed number
( data) of events in the CR and MCp (CR, unnorm) and MCp (SR, unnorm)
the not normalized ( MC simulation) events in CR and SR, respectively. With
this mechanism, the total uncertainty on the background events in the SR is a
combination of the statistical and systematic uncertainties of the extrapolation.
The uncertainty is then propagated as:

σ2
B,tot =

n∑
i

(
∂B

∂ηi

)2

+ σ2
ηi

+
n∑
i

n∑
j 6=i

ρij

(
∂B

∂ηi

)(
∂B

∂ηj

)
σηi
σηj

(5.32)

where ηi,j are the floating parameters in the fit, both NFs and NPs, ρij is the
correlation between the floating parameters and σηi,j

are the standard deviations
of ηi,j . In the pre-fit step, correlations and errors on the NFs are set to zero, since
they are not known before the fit.
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5.5 Results
As detailed explained in the previous Sections of this Chapter, the final normal-
ization of diboson and rare top backgrounds are obtained in the simultaneous fit
comparing data with MC expectations in the ZL Region CR, Q0 Diboson CR and
Q0 RareTop CR. It is important to remind that diboson contributions are consid-
ered independently in the three- and four-lepton channels since their composi-
tion is different, then two different normalization factors are derived for theWZ
and ZZ processes, called from now diboson-3l and diboson-4l. To increase the fit
power and to reduce the number of parameter given as input, the backgrounds
with the minor contributions are grouped all together in the other category. The
strategy to use in the three-lepton channel the rare top NF derived from the four-
lepton channel does not affect the fit results, but helps, during the combined fit
procedure, in having less pulled nuisance parameters.

The derived normalization scale factors for all the main backgrounds with the
corresponding uncertainty are listed in Table 5.15. Pre- and post-fit distribution
for each analysis region defined in this work are reported in Figure 5.44-5.51. In
CRs, the extrapolated NFs lead the Monte Carlo yields to a perfect match with
the data, producing a data on MC ratio equal to one which show a optimal agree-
ment in the bottom panel of each post-fit plot. The obtained NFs are validated in
the several VRs, which have a very good agreement between data andMCwithin
the uncertainty bands. Additional post-fit distributions are shown in Appendix
A.3. Event yields after the likelihood fitting procedure for all the analysis

Normalization Factor µnorm - 3lep µnorm - 4lep

diboson-3l 0.85 ± 0.03 -
diboson-4l - 1.08 ± 0.03
raretop - 1.4 ± 0.2

Table 5.15: A table listing the normalisation factors with the corresponding uncertainty
for normalisation of the floating MC contributions, as extracted from the background-
only fit for the separate lepton multiplicity channels, three and four.

regions in the three- and four-lepton channels are shown in Figure 5.52. Good
agreement within statistical and systematic uncertainties between data and MC
expectations is observed in all regions, demonstrating the validity of the back-
ground estimation procedure. The total number of yields in each analysis region
is listed in Tables 5.16-5.18. For SRs only, also the number of signal events for
three mass hypotheses is included. In Appendix A.4 the so-called cutflow tables
listing the number of yields in each analysis region after each selection cut are
reported.
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Three lepton channel Four lepton channel

JNLow SR ZL SR ZLVeto SR Q0-SR Q2-SR

Data 25 7 16 25 17

Total background 24.4 ± 2.3 6.25 ± 0.52 25.2 ± 2.8 19.0 ± 1.6 10.3 ± 1.9

Diboson 18.0 ± 2.1 2.62 ± 0.27 7.64 ± 0.95 7.70 ± 0.78 8.5 ± 1.6
Rare top 1.82 ± 0.32 3.23 ± 0.46 11.2 ± 1.7 9.4 ± 1.4 1.63 ± 0.35
FNP 4.3 ± 0.5 0.29 ± 0.05 5.98 ± 0.85 1.37 ± 0.36 0.07 ± 0.37
Other 0.33 ± 0.03 0.11 ± 0.01 0.36 ± 0.12 0.49 ± 0.04 0.10 ± 0.01

m(N0, L±) = 600 GeV 15.0 ± 0.12 9.90 ± 0.09 20.5 ± 0.14 5.67 ± 0.04 4.80 ± 0.04
m(N0, L±) = 800 GeV 3.99 ± 0.03 2.82 ± 0.02 5.55 ± 0.04 1.37 ± 0.01 1.11 ± 0.01
m(N0, L±) = 1000 GeV 1.24 ± 0.01 0.83 ± 0.01 1.48 ± 0.01 0.38 ± 0.01 0.30 ± 0.01

Table 5.16: Observed data and background and signals yields in the three- and four-
lepton signal regions after the background only fit.

ZL-CR JNLow VR Fake VR ZL Diboson VR ZL Rare Top VR

Data 1959 121 8353 43 23

Total background 1960 ± 44 111.9 ± 8.9 8540 ± 600 34.2 ± 1.9 25.4 ± 2.8

Diboson 1348 ± 77 90.1 ± 9.1 4490 ± 430 28.7 ± 2.1 3.81 ± 0.47
Rare top 432 ± 60 3.99 ± 0.63 1200 ± 180 3.92 ± 0.66 21.6 ± 3.0
FNP 176 ± 18 17.4 ± 2.2 2730 ± 290 1.40 ± 0.56 < 0.001
Other 3.0 ± 1.3 0.39 ± 0.09 114 ± 11 0.128 ± 0.009 0.042 ± 0.005

Table 5.17: Observed data and background yields in the three-lepton control and valida-
tion regions after the background only fit.

Q2 VR Q0 Diboson CR Q0 Rare Top CR Q0 Diboson VR Q0 Rare Top VR

Data 10 1642 67 79 20

Total background 14.3 ± 2.4 1642 ± 41 66.2 ± 7.8 91 ± 20 20.6 ± 2.7

Diboson 10.2 ± 2.1 1578 ± 41 5.37 ± 0.72 47.8 ± 4.5 0.56 ± 0.11
Rare Top 0.32 ± 0.06 12.3 ± 2.0 60.6 ± 7.8 38 ± 19 19.3 ± 2.7
FNP 3.76 ± 0.52 50.8 ± 3.3 0.06 ± 0.14 5.58 ± 0.78 0.76 ± 0.22
Other 0.026 ± 0.003 0.79 ± 0.05 0.11 ± 0.01 0.077 ± 0.008 0.012 ± 0.003

Table 5.18: Observed data and background yields in the four-lepton control and valida-
tion regions after the background only fit.
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Figure 5.44: Pre- (left) and post-fit (right) distributions of mT,3` in ZL Region CR in 5.44a
and 5.44b and in JNLow VR in 5.44c and in 5.44d. The uncertainty bands include both
statistical and systematic uncertainties after the background-only fit taking into account
all the correlation.

The final assessment of systematic uncertainties as determined by the fit is
given by the so-called pull plots, in units of standard deviations, where uncertain-
ties are constrained using data from only the control region in the background-
only fit and from control and signal regions in the exclusion fit. As explained by
Equation 5.31, NPs should not be significantly distant by the predicted values. If a
NP is not centered at ∆θ = 0, it means that has been shifted to a better value by the
fit. In Figure 5.53, the pull plots for the combined fit considering three- and four-
lepton analysis regions together, are shown. In the background only-fit with real
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Figure 5.45: Pre- (left) and post-fit (right) distributions of mT,3` in ZL Diboson VR in
5.45a and 5.45b and in ZL Rare Top VR in 5.45c and in 5.45d. The uncertainty bands
include both statistical and systematic uncertainties after the background-only fit taking
into account all the correlation.

data in CR (Figure 5.53a ), only the theory systematic uncertainty related to the
diboson QCD scale is a bit pulled and constrained but without significant devia-
tions. The same for the exclusion fit with Asimov dataset in Figure 5.53b. Using
real data in both CRs and SRs in the exclusion fit, Figure 5.53c, the muon sagitta
systematic is slightly pulled ( < 0.5 σ) as well as the statistical term of the charge-
flip NP ( > -0.5 σ) , while the systematic term of this NP results outside -1 σ due
to the data excess present in the second bin of the Q2 SR (Figure 5.51d) which
pull this systematic trying to cover this discrepancy. The effect of the nuisance
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Figure 5.46: Pre- (left) and post-fit (right) distributions of HT + Emiss
T in Q0 Diboson CR

in 5.46a and 5.46b and in Q0 Rare Top CR in 5.46c and in 5.46d. The uncertainty bands
include both statistical and systematic uncertainties after the background-only fit taking
into account all the correlation.

parameters, both systematics and statistics, on the signal POI µSIG is evaluated
by fixing one nuisance parameter at the time to its ±1σ variations and minimiz-
ing the likelihood function. After the fit, the impact on µSIG is compared with
post-fit one to show its contribution. Furthermore, statistical uncertainty from
limited number of MC events used to build the histograms for both predicted
signal and background results in independent uncertainties in each bin, referred
as γ parameters. One γ parameter per bin is considered, with a scaled Poisson
prior. The so-called ranking plots are used to show the effects of the uncertainties
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Figure 5.47: Pre- (left) and post-fit (right) distributions of HT + Emiss
T in Q0 Diboson VR

in 5.47a and 5.47b and in Q0 Rare Top VR in 5.47c and in 5.47d. The uncertainty bands
include both statistical and systematic uncertainties after the background-only fit taking
into account all the correlation.

on µSIG, they are presented in Figures 5.54 and 5.55. As expected, the dominant
uncertainty in this analysis is the statistical one which affects the signal yield for
about 15%, while the dominant systematic is the electron identification efficiency
with a 5% effect.

To have an overview of the different systematics effects in each analysis re-
gions, in Figure 5.56 the relative uncertainties in the background yields are show.
The dominant uncertainty is, as said, the statistical one. The corresponding sta-
tistical uncertainty in data, depending on the signal region, varies from 20% to
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Figure 5.48: Pre- (left) and post-fit (right) distributions of HT + Emiss
T in Q2 VR in 5.48a

and 5.48b and ofmT,3` in the three-lepton Fakes VR in 5.48c and in 5.48d. The uncertainty
bands include both statistical and systematic uncertainties after the background-only fit
taking into account all the correlation.

37%, while theMC statistical uncertainty varies from 2% up to 7%. Since no signif-
icant deviations from the Standard Model expectations within uncertainties are
found, 95% confidence level upper limits on the signal production cross-section
are derived using the CLs method. The upper limit on the production cross-
section of the Type-III SeeSaw heavy leptons processes are evaluated at 95% CL
as a function of the heavy lepton mass using the three- and four-lepton chan-
nels. By comparing the upper limits on the cross-section with the theoretical
cross-section calculation as a function of the heavy-lepton mass, the lower mass
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Figure 5.49: Pre- (left) and post-fit (right) distributions of mT,3` in JNLow SR in 5.49a
and 5.49b and in ZL Region SR in 5.49c and in 5.49d. The uncertainty bands include both
statistical and systematic uncertainties after the background-only fit taking into account
all the correlation. The post-fit distributions in 5.49b and 5.49d were published in [216].

limit on the mass of the Type-III SeeSaw heavy leptons N0 and L± is derived.,
excluding the mass values below this point. The observed (expected) exclusion
limit is 870 GeV ( 900+80

−80 GeV ) [216], shown in Figure 5.57.
In Appendix A.5, some results are shown also for three-and four-lepton chan-

nel separately.

The signal hypothesis in the multi-lepton channel is also tested in a combina-
tion with the same mechanism but in the two leptons plus two jets channel [36].
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Figure 5.50: Pre- (left) and post-fit (right) distributions ofmT,3` in ZLVeto SR in 5.50a and
5.50b. The uncertainty bands include both statistical and systematic uncertainties after
the background-only fit taking into account all the correlation. The post-fit distribution
in 5.50b was published in [216].

All the analysis regions with the various lepton multiplicity regions are statis-
tically independent and orthogonal. The same object definitions, fake leptons
estimation (except the low-pT regions and the at least 1 jet phase-space which
are not accounted in the two-lepton channel) and systematic uncertainties are
used in the two analyses. For the two-lepton final states, six analysis channels
depending on lepton flavour (ee, µµ, eµ) and charge combination (OS,SS) are
defined. All regions used in the dilepton analysis, with the corresponding selec-
tion criteria, are summarised in Table 5.19. The signal sensitivity is optimised
independently among OS and SS channels, as the background compositions and

OS (`+`− = e+e−, e±µ∓, µ+µ−) SS (`±`± = e±e±, e±µ±, µ±µ±)
Top CR mjj VR SR Diboson CR mjjVR SR

N(jet) ≥ 2 ≥ 2 ≥ 2 ≥ 2 ≥ 2 ≥ 2
N(b-jet) ≥ 2 0 0 0 0 0
mjj [GeV] (60, 100) (35, 60) ∪ (100, 125) (60, 100) (0, 60) ∪ (100, 300) (0, 60) ∪ (100, 300) (60, 100)
m`` [GeV] ≥ 110 ≥ 110 ≥ 110 ≥ 100 ≥ 100 ≥ 100
S
(
Emiss

T
)

≥ 5 ≥ 10 ≥ 10 ≥ 5 ≥ 5 ≥ 7.5
∆φ(Emiss

T , `)min — — ≥ 1 — — —
pT(jj) [GeV] — — ≥ 100 — — ≥ 60
pT(``) [GeV] — — ≥ 100 — — ≥ 100
HT + Emiss

T [GeV] ≥ 300 ≥ 300 ≥ 300 (300, 500) ≥ 500 ≥ 300

Table 5.19: Summary of the selection criteria used to define analysis regions in the two-
lepton channel [36].
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Figure 5.51: Pre- (left) and post-fit (right) distributions of HT + Emiss
T in Q0 SR in 5.51a

and 5.51b and in Q2 SR in 5.51c and in 5.51d. The uncertainty bands include both statis-
tical and systematic uncertainties after the background-only fit taking into account all
the correlation. The post-fit distributions in 5.51b and 5.51d were published in [216].

associated event topologies are different. Due to the presence of neutrinos in
the final states, one of the most important requirement is based on the S (Emiss

T )
which must be larger than 10 for the OS channels and than 7.5 for the SS ones.

All jets passing the selection criteria must not be b-jets to suppress the top
quark processes. Since signal candidates are expected to be produced by a W
boson, the dijet invariant mass is imposed in the window 60 GeV< mjj < 100
GeV, considering the two leading jets.

Drell-Yan events can affect greatly affect this analysis, leading also a large
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Figure 5.52: Observed and expected event yields the CRs, VRs and SRs for the three-
and four-lepton channels after the fit procedure described in the text. Diboson indi-
cates background from diboson processes. Rare top indicates background from tt̄+V and
tWZ processes. Other indicates all other background that contribute less than 2%. The
hatched bands include systematic uncertainties with the correlations between various
sources taken into account and also statistical uncertainty. The lower panel shows the
ratio of the observed data to the predicted SM background after the likelihood fit [216].

contribution of charge-flip electron. For this reason, a lower bound on the in-
variant mass of the lepton pair is set to 110 GeVand 100 GeVin the OS and SS
region, respectively.

Diboson (WW ) and tt̄ processes are reduced in the OS SR by looking at the
angle ∆φ(Emiss

T , `)min between the directions of Emiss
T and the closest lepton,

which ensure a good separation between signal and background events. This
selection operates well in this region due to the spurious component of mis-
reconstructed jets coming fromWW and tt̄ events.

Additional cuts of dijet and dilepton pT are applied to further increase the
expected signal significance looking for high-energy phase-space. For this pur-
pose, also a requirement on theHT + Emiss

T > 300 GeV is imposed to account the
high-pT activity of the neutrinos.

The dominant contributions in the two leptons plus two jets analysis are tt̄
production which produces two W bosons decaying leptonically, and diboson
events mainly due to WW processes where at least one of the EW boson de-
cays into a lepton-neutrino pair. In the OS channel tt̄ is almost 50% of the total,
while in the SS is at the level of 25%. This source of background is estimated in
a dedicated OS CR (Top CR), requiring only b-jets in the final states to ensure
orthogonality with respect to the OS SR. Other cuts applied in the SR are omit-
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ted to increase the statistical significance, except the S (Emiss
T ) which is relaxed

to S (Emiss
T ) > 5. The SS Diboson CR is defined to constrain the WW contri-

bution by requiring zero b-jets to suppress the top quark events and an HT +
Emiss

T value in the 300-500 GeV interval. To remove events with a Z boson, the
invariant mass of the lepton pair must be larger than 100 GeV. The diboson con-
tribution is slightly less than the tt̄ one in the OS SR (about 45%) and more than
half (55%) of the total in the SS SR.

In addition to the background contributions described in the three- and four-
lepton analysis, also tt̄ events andWW processes are considered as floating pa-
rameters in the fit procedure. The former is normalised in the OS Top CR, while
the latter in the SS Diboson CR. The RareTop background is a minor background
for this analysis, and it is included into the other category. All the two-lepton re-
gions use HT + Emiss

T as fit variable due to its higher discriminating power. The
fitted normalization factors with their corresponding uncertainties are listed in
Table 5.20. Event yields after the likelihood fitting procedure for all the analysis

Normalization Factor µnorm

diboson-2l 1.03 ± 0.19
tt̄ 0.96 ± 0.02

Table 5.20: A table listing the normalisation factors with the corresponding uncertainty
for normalisation of the floating MC contributions, as extracted from the background-
only fit for the separate lepton multiplicity channels, three and four.

regions in the two-lepton plus two jets channels are shown in Figure 5.58, while
in Appendix A.6, the post-fit SRs distributions of this analysis are reported.

With this implementation, this is the first analysis which shows an exclusion
limit considering all the most important decay modes of the Type-III SeeSaw
heavy leptons. The combined exclusion limit is shown in Figure 5.59. The ob-
served (expected) exclusion limit is 910 GeV ( 960+90

−90 GeV ) [216]. In Appendix
A.7, pull and ranking plots and exclusion limits obtained with toys for this com-
bined fit are reported.

The results of this analysis, together with the combination of those obtained by
the dilepton channel search [36], were already published in June 2021 [216].
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Figure 5.53: Post-fit nuisance parameters of the background-only fit with real data in
control regions 5.53a, exclusion fit with Asimov dataset 5.53b and exclusion fit with real
data in both control and signal regions 5.53c. These plots are related to the combined fit
with three and four leptons. 182
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Figure 5.54: Impact of MC statistical uncertainty and systematic uncertainties on µSIG

constructed by fixing one nuisance parameter to its ±1σ variations at the time and min-
imizing the rest. Pre-fit impact are shown with a yellow box, post-fit with a dashed blue
box while α with black points.This plot is related to the combined fit with three and four
leptons.
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Figure 5.55: Gamma parameters corresponding to each bin in the analysis regions and
impact of systematic uncertainties on µSIG constructed by fixing one nuisance param-
eter to its ±1σ variations at the time and minimizing the rest. Pre-fit impact are shown
with a yellow box, post-fit with a dashed blue box while α with black points.This plot is
related to the combined fit with three and four leptons
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Figure 5.56: Relative contributions of different sources of statistical and systematic un-
certainty in the total background yield estimates after the fit. Experimental uncertainties
are related to the lepton, jet and Emiss

T selection and reconstruction. Misidentified lep-
tons are related to the FNP and lepton charge misidentification. Luminosity is related to
the luminosity uncertainty that affect the background simulation yields. Theory affects
the theoretical uncertainties connected to the theory uncertainties like PDF, αs, nor-
malization and factorization scale. Normalization is related to the diboson and rare top
normalization factor extracted by the likelihood fit. Systematic uncertainties are calcu-
lated in an uncorrelated way by changing each nuisance parameter from its fit value by
one standard deviation, keeping all the other parameters at their central values, and com-
paring the resulting event yield with the nominal yield. Individual uncertainties can be
correlated, and do not necessarily add in quadrature to the total background uncertainty,
which is indicated by ’Total uncertainty’ [216].
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Figure 5.57: Expected and observed 95% CLs exclusion limits in the three- and four-
lepton channels for the Type-III SeeSaw process with the corresponding one- and two-
standard-deviation uncertainty bands, showing the 95% CL upper limit on the cross-
section. The theoretical signal cross-section prediction, given by the NLO calculation,
with its corresponding uncertainty band is also shown.
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Figure 5.58: Observed and expected event yields the CRs, VRs and SRs for the two-lepton
plus two jets channel after the fit procedure described in the text. Regions are divided per
flavour and electric charge combination. Diboson indicates background from diboson
processes (WW ), while tt̄ considers tt̄ pair production in which the two W bosons in
the final state decay leptonically. Other indicates all other background that contribute
less than 2%. The hatched bands include systematic uncertainties with the correlations
between various sources taken into account and also statistical uncertainty. The lower
panel shows the ratio of the observed data to the predicted SM background after the
likelihood fit [36].
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one- and two-standard-deviation uncertainty bands, showing the 95% CL upper limit
on the cross-section. The theoretical signal cross-section prediction, given by the NLO
calculation, with its corresponding uncertainty band is also shown [216].
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Conclusions

Neutrino physics presents some of the biggest puzzles yet to be addressed in
modern particle physics. The Standard Model (SM) of particle physics does not
contain massive neutrinos, while experiments observed neutrino flavour oscilla-
tions implying non-null masses for these particles. Their extremely small masses
compared to the ones of the other fermions appear unnatural in the theory.

In this context, the Type-III SeeSaw is one of the most reliable Beyond the
Standard Model mechanism aiming to accommodate in a natural way the small-
ness of the neutrinos masses. It introduces at least one extra heavy fermionic
SU(2)L triplet field coupled to electroweak gauge bosons that is expected to be
produced by electroweak processes at the LHC energy.

The analysis presented in this thesis describes the search for these heavy
leptons using data collected by theATLAS detector during the full Run 2 period at
a

√
s = 13 TeV, corresponding to an integrated luminosity of 139 fb−1 . This work

targets final states with three and four light leptons (electrons and muons) and
large energy produced by the collision, which have low contribution from SM
events and low systematic uncertainties associated with objects reconstruction.

Multiple regions enriched of signal candidates are defined based on the ex-
pected signal significance, which separates heavy leptons frombackground events
searching for energetic objects, looking at high values of kinematic observables
such as HT + Emiss

T or invariant mass of the leptonic system. Despite the lower
cross-section of the signal with respect to the SM expectations, the full Run 2
luminosity ensures a large enough number of events to be sensitive to heavy
leptons masses at the TeV energy.

The main irreducible backgrounds affecting these channels are simulated
through Monte Carlo generators which provide a good description of diboson
events (WZ andZZ processes) and top quarks associated with vector boson pro-
duction and Higgs boson decaying leptonically. The reducible background com-
ing from misreconstructed objects, such as leptons from wrongly reconstructed
objects or electrons with wrongly reconstructed charge, is investigated via an ad
hoc data-driven technique. Both these kinds of backgrounds are estimated and
validated in specific control and validation regions.
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Conclusions

All the analysis regions are considered in a statistical likelihood fit to check
their compatibility with the StandardModel hypotheses. As expected, the fit pro-
cedure showed a very low contribution of systematics on the total uncertainty,
which is dominated by the statistical uncertainty at the level of 15%. No signifi-
cant excesses over the SM predictions are observed and a lower limit on the mass
of the Type-III SeeSaw heavy leptons is set at 870 GeV at 95% of confidence level.
This result is combined with the one already published by the ATLAS Collabora-
tion, for the same model, in the two leptons plus two jets channel, showing for
the first time measurements on these heavy leptons considering all the most im-
portant decay channels. In this case, the observed lower limit on the mass is 910
GeV. This is the highest exclusion limit on the Type-III SeeSaw heavy leptons
masses ever observed up today.

The next LHC Run 3 will provide an integrated luminosity of about 300 fb−1

leading to a better precision on the presented results. In the Run 4, planned for
the 2027, the collider will reach a center-of-mass energy

√
s = 14 TeV, with an

integrated luminosity of about 4000 fb−1 , opening the possibility to explore un-
covered phase-space regions and allowing to improve the current exclusion limit
and its uncertainties.

The analysis sensitivity can be further increased with the implementation of
hadronic tau decays in the final states, which needs an additional background
estimation to separate such processes from standard hadronic jets, with a con-
sequently extension of the considered topologies and heavy leptons branching
ratios.

The analysis can also benefit by the usage of new techniques based on a mul-
tivariate approach. Using these methods instead of the cut-and-count one, sev-
eral requirements can be reduced increasing the signal contribution while reject-
ing more background events. With these machine learning (MLs) algorithms or
multiple neural networks (NNs), final states would be individually optimised by
dedicated NNs orMLmethods, improving the analyses sensitivity to new physics
phenomena and reducing, even more, the uncertainties on the measure.
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In this Appendix a series of additional results related to the analysis described in
Chapter 5, are presented:

• Fake Lepton Composition in Section A.1;

• Systematics tables showing the impact of each systematic in each analysis
region in Section A.2;

• Post-fit distribution of several observables in Section A.3;

• Cutflow tables in Section A.4;

• Separated results obtained studying independently the three- and four-
leptons channels in Section A.5;

• Systematic uncertainties and exclusion limit with toys for the combination
of the two-, three- and four lepton channels in Section A.7.
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Analysis details Fake Lepton Composition

A.1 Fake Lepton Composition
Fake composition can be studied for the fake enriched regions and the analysis
regions to ensure compatibility between them. The fake composition can be stud-
ied analysing the origin of the fake leptons in Monte Carlo simulation through
truth particle information.

In this Appendix, the fake composition for both electrons and muons and for
each fake-enriched CR and analysis region is shown. Fake lepton background
can be classified in the following categories:

• Unknown or KnownUnknown lepton;

• Prompt isolated electron: which includes also electron that originates from
an FSR photon (or bremsstrahlung) that subsequently converted;

• Charge-Flip Isolated Electron, where electrons originating from FSR are
excluded;

• Prompt muon;

• Prompt photon conversion: categorizes electrons originating from the con-
version of prompt photons if it corresponds to background electron and it
originates from a photon conversion or an electromagnetic process;

• Electron from Muon: an electron is classified as a muon being recon-
structed as electron if the truth-type of the electron corresponds to a non-
isolated electron or photon;

• Tau decay: non-isolated electrons and muons from hadronic τ -decays;

• b-Hadron decay;

• c-Hadron decay;

• Light-Flavor decay.

The fake composition of the electron and muon fake estimation region is shown
in Figures A.1 and A.2, respectively. Analysis regions composition are shown
in Figure A.3-A.8, in some regions only electrons or muons are present as fake
leptons. In the ZL Regions SR and the Q2 VR, fake events are not enough to
perform studies on the fake composition.

The main sources of fake leptons in both fake enriched CRs and analysis
regions are light hadron and b-hadron decays. The dominant contribution of
fake leptons is due to dijet, tt̄ and single-top events.

192



Fake Lepton Composition Analysis details

Analysis regions match well with the fake estimation composition since a
very small fraction of events come from categories not accounted by the fake
enriched CRs. It is also important to look at the statistical uncertainty in some
plots which implicitly indicates the small contribution of fake leptons.
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Figure A.1: Fake composition of the electron fake-factor estimation regions for: high-pT
at least 1 jet region A.1a, high-pT at least 2 jets region A.1b, low-pT at least 1 jet region
A.1c, low-pT at least 2 jets region A.1c.
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Figure A.2: Fake composition of the muon fake-factor estimation regions for: high-pT
at least 1 jet region A.2a, high-pT at least 2 jets region A.2b, low-pT at least 1 jet region
A.2c, low-pT at least 2 jets region A.2d.
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Figure A.3: Fake composition of the ZL CR on the top for fake electrons in A.3a and fake
muons in A.3b, and of the ZL-RT-VR on the bottom for fake electrons in A.3c and fake
muons in A.3d.
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Figure A.4: Fake composition of the JNLow VR on the top for fake electrons in A.4a and
fake muons in A.4b. On the bottom, electrons fake composition for both ZL-DB-VR in
A.4c and JNLow SR in A.4d.
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Figure A.5: Fake composition of the ZL Veto SR on the top for fake electrons in A.5a and
fake muons in A.5b, and of the Fakes VR on the bottom for fake electrons in A.5c and
fake muons in A.5d.
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Figure A.6: Fake composition of the Q0 Diboson CR on the top for fake electrons in A.6a
and fake muons in A.6b, and of the Q0 Diboson VR on the bottom for fake electrons in
A.6c and fake muons in A.6d.
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Figure A.7: Fake composition of the Q0 RareTop CR on the top for fake electrons in A.7a
and fake muons in A.7b, and of the Q0 RareTop VR on the bottom for fake muons in A.7c.
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Figure A.8: Fake composition of the Q0 SR on the top for fake electrons in A.8a and fake
muons in A.8b, and of the Q2 SR on the bottom for fake electrons in A.8c and fake muons
in A.8d.
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A.2 Systematics Tables
The magnitudes of systematic and normalisation uncertainties after the back-
ground-only fit are summarised for all the regions in Tables A.2 - A.5. Uncer-
tainties in these tables correspond to categories (reported in the first column of
each table) in Table A.1.
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Category Type Label

Luminosity Lumi
Pile-up reweighting PileUp

Theory
uncertainties

Sherpa 2.2.1 QCD scale variation THEORY_SCALE_diboson
Sherpa 2.2.1 PDF variation THEORY_PDF_VARIATION_diboson
Sherpa 2.2.1 PDF choice THEORY_PDF_CHOICE_diboson
Diboson Njet Modelling THEORY_Modelling_NJet
Rare Top ttW/ttZ THEORY_UNC_raretop

Data-driven
background

Electron fake factors FAKES_Electron
Muon fake factors FAKES_Muons

Electron
calibration

Resolution EG_RESOLUTION_ALL
Momentum scale EG_SCALE_ALL
Momentum scale (AF2) EG_SCALE_AF2

Electron
efficiencies

ID EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR
Reconstruction EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR
Isolation EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR
Trigger EL_EFF_Trig_TOTAL_1NPCOR_PLUS_UNCOR
Charge-flip EL_CHARGEID_SYStotal
Charge-flip (stat.) EL_CHARGEID_STAT

Muon
calibration

Smearing of the ID track MUON_ID
Smearing of the MS track MUON_MS
Momentum scale MUON_SCALE
Momentum scale based on the recombina-
tion of the corrections

MUON_SAGITTA_RHO

Momentum scale based on residual
charge-dependent bias

MUON_SAGITTA_RESBIAS

Muon
efficiencies

Reconstruction MUON_EFF_RECO_SYS
Reconstruction (stat.) MUON_EFF_RECO_STAT
Isolation MUON_EFF_ISO_SYS
Isolation (stat.) MUON_EFF_ISO_STAT
TTVA MUON_EFF_TTVA_SYS
TTVA (stat.) MUON_EFF_TTVA_STAT
Trigger MUON_EFF_TrigStatUncertainty
Trigger (stat.) MUON_EFF_TrigSystUncertainty

Jet calibration Jet energy scale JET_*
Jet energy resolution JET_JER*

Jet
efficiencies

JVT JET_JvtEfficiency
Flavour tagging FT_EFF_B_systematics

FT_EFF_C_systematics
FT_EFF_Light_systematics
FT_EFF_extrapolation
FT_EFF_extrapolation_from_charm

Emiss
T soft

track

Offset along the ptHard axis MET_SoftTrk_Scale
Smearing by resolution uncertainty along
ptHard axis

MET_SoftTrk_ResoPara

Smearing by resolution uncertainty per-
pendicular to ptHard axis

MET_SoftTrk_ResoPerp

Table A.1: Summarised list of all used systematic uncertainties with the corresponding
name as α variables.
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Uncertainty of channel JNLow VR ZL CR Fakes VR

Total background expectation 111.94 1959.75 8540.56

Total statistical (
√

Nexp) ±10.58 ±44.27 ±92.42
Total background systematic ±8.91 [7.96%] ±44.28 [2.26%] ±595.93 [6.98%]

alpha_THEORY_SCALE_diboson ±8.93 [8.0%] ±0.01 [0.00%] ±3.39 [0.04%]
mu_DB3l ±5.84 [5.2%] ±87.36 [4.5%] ±291.29 [3.4%]
alpha_JET_Pileup_RhoTopology ±4.57 [4.1%] ±2.02 [0.10%] ±17.26 [0.20%]
alpha_JET_Flavor_Composition ±3.90 [3.5%] ±1.59 [0.08%] ±29.13 [0.34%]
alpha_JET_Flavor_Response ±2.45 [2.2%] ±0.49 [0.03%] ±43.21 [0.51%]
alpha_JET_JER_EffectiveNP_4 ±1.80 [1.6%] ±2.99 [0.15%] ±24.72 [0.29%]
alpha_JET_JER_EffectiveNP_2 ±1.78 [1.6%] ±5.78 [0.30%] ±50.66 [0.59%]
alpha_FAKES_Electron ±1.70 [1.5%] ±12.48 [0.64%] ±208.91 [2.4%]
alpha_JET_Pileup_OffsetNPV ±1.65 [1.5%] ±0.72 [0.04%] ±14.30 [0.17%]
Lumi ±1.60 [1.4%] ±30.18 [1.5%] ±98.28 [1.2%]
alpha_JET_JER_EffectiveNP_7restTerm ±1.55 [1.4%] ±3.17 [0.16%] ±29.34 [0.34%]
alpha_JET_EffectiveNP_1 ±1.52 [1.4%] ±0.05 [0.00%] ±22.46 [0.26%]
alpha_JET_JER_EffectiveNP_6 ±1.42 [1.3%] ±2.78 [0.14%] ±26.49 [0.31%]
alpha_FAKES_Muon ±1.36 [1.2%] ±12.35 [0.63%] ±143.71 [1.7%]
alpha_JET_JER_EffectiveNP_5 ±1.30 [1.2%] ±2.05 [0.10%] ±22.47 [0.26%]
alpha_JET_EtaIntercalibration_Modelling ±1.23 [1.1%] ±0.59 [0.03%] ±9.90 [0.12%]
alpha_JET_JER_EffectiveNP_3 ±1.07 [0.95%] ±3.70 [0.19%] ±21.34 [0.25%]
alpha_PRW_DATASF ±0.92 [0.82%] ±1.35 [0.07%] ±15.66 [0.18%]
alpha_JET_JER_EffectiveNP_1 ±0.77 [0.69%] ±4.13 [0.21%] ±50.03 [0.59%]
alpha_THEORY_PDF_CHOICE_diboson ±0.53 [0.48%] ±0.00 [0.00%] ±12.91 [0.15%]
mu_raretop ±0.52 [0.46%] ±56.29 [2.9%] ±156.17 [1.8%]
alpha_MET_SoftTrk_ResoPara ±0.49 [0.44%] ±2.99 [0.15%] ±53.71 [0.63%]
alpha_MUON_SAGITTA_RESBIAS ±0.49 [0.44%] ±0.04 [0.00%] ±0.04 [0.00%]
alpha_JET_JvtEfficiency ±0.45 [0.40%] ±0.98 [0.05%] ±3.30 [0.04%]
alpha_JET_Pileup_OffsetMu ±0.38 [0.34%] ±0.45 [0.02%] ±7.96 [0.09%]
alpha_JET_EffectiveNP_2 ±0.37 [0.33%] ±0.38 [0.02%] ±4.98 [0.06%]
alpha_JET_JER_DataVsMC_MC16 ±0.36 [0.32%] ±0.99 [0.05%] ±9.57 [0.11%]
alpha_MET_SoftTrk_ResoPerp ±0.34 [0.30%] ±2.38 [0.12%] ±54.89 [0.64%]
alpha_THEORY_PDF_VARIATION_diboson ±0.33 [0.30%] ±0.00 [0.00%] ±3.02 [0.04%]
alpha_JET_EtaIntercalibration_TotalStat ±0.30 [0.27%] ±0.00 [0.00%] ±1.89 [0.02%]
alpha_MUON_SCALE ±0.27 [0.24%] ±0.12 [0.01%] ±4.58 [0.05%]
alpha_MUON_ID ±0.23 [0.21%] ±0.13 [0.01%] ±0.50 [0.01%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.21 [0.19%] ±3.39 [0.17%] ±6.86 [0.08%]
alpha_MET_SoftTrk_Scale ±0.20 [0.18%] ±2.92 [0.15%] ±64.43 [0.75%]
alpha_EL_CHARGEID_SYStotal ±0.18 [0.16%] ±0.25 [0.01%] ±4.10 [0.05%]
alpha_JET_EffectiveNP_3 ±0.16 [0.15%] ±0.32 [0.02%] ±5.81 [0.07%]
alpha_EG_SCALE_ALL ±0.15 [0.13%] ±0.41 [0.02%] ±1.64 [0.02%]
alpha_MUON_EFF_RECO_SYS ±0.14 [0.13%] ±0.43 [0.02%] ±0.64 [0.01%]
alpha_FT_EFF_Light_systematics ±0.14 [0.13%] ±2.17 [0.11%] ±9.12 [0.11%]
alpha_EG_RESOLUTION_ALL ±0.14 [0.12%] ±0.25 [0.01%] ±2.25 [0.03%]
alpha_JET_EffectiveNP_4 ±0.10 [0.09%] ±0.04 [0.00%] ±0.86 [0.01%]
alpha_FT_EFF_B_systematics ±0.09 [0.08%] ±14.45 [0.74%] ±40.15 [0.47%]
alpha_JET_Pileup_PtTerm ±0.08 [0.07%] ±1.01 [0.05%] ±7.70 [0.09%]
alpha_MUON_EFF_ISO_SYS ±0.07 [0.06%] ±0.85 [0.04%] ±2.86 [0.03%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.06 [0.06%] ±0.02 [0.00%] ±0.30 [0.00%]
alpha_MUON_MS ±0.05 [0.05%] ±0.65 [0.03%] ±0.50 [0.01%]
alpha_FT_EFF_C_systematics ±0.05 [0.04%] ±0.53 [0.03%] ±2.12 [0.02%]
alpha_JET_EffectiveNP_8restTerm ±0.04 [0.04%] ±0.03 [0.00%] ±0.70 [0.01%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.04 [0.04%] ±0.18 [0.01%] ±0.38 [0.00%]
alpha_MUON_EFF_TTVA_SYS ±0.04 [0.03%] ±0.21 [0.01%] ±0.43 [0.01%]
alpha_EL_CHARGEID_STAT ±0.03 [0.03%] ±0.05 [0.00%] ±1.14 [0.01%]
alpha_MUON_EFF_TTVA_STAT ±0.03 [0.02%] ±0.20 [0.01%] ±0.48 [0.01%]
alpha_MUON_EFF_TrigSystUncertainty ±0.02 [0.02%] ±0.76 [0.04%] ±2.46 [0.03%]
alpha_JET_PunchThrough_MC16 ±0.02 [0.01%] ±0.04 [0.00%] ±0.26 [0.00%]
alpha_MUON_EFF_ISO_STAT ±0.02 [0.01%] ±0.11 [0.01%] ±0.28 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.01 [0.01%] ±0.02 [0.00%] ±0.02 [0.00%]
alpha_FT_EFF_extrapolation ±0.01 [0.01%] ±0.03 [0.00%] ±0.34 [0.00%]
alpha_JET_EffectiveNP_6 ±0.01 [0.01%] ±0.05 [0.00%] ±0.15 [0.00%]
alpha_JET_EffectiveNP_7 ±0.01 [0.01%] ±0.03 [0.00%] ±0.25 [0.00%]
alpha_JET_EffectiveNP_5 ±0.01 [0.01%] ±0.01 [0.00%] ±0.63 [0.01%]
alpha_FT_EFF_extrapolation_from_charm ±0.01 [0.01%] ±0.12 [0.01%] ±0.17 [0.00%]
alpha_MUON_EFF_RECO_SYS_LOWPT ±0.00 [0.00%] ±0.32 [0.02%] ±0.90 [0.01%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.00%] ±0.09 [0.00%] ±0.30 [0.00%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.04 [0.00%] ±0.18 [0.00%]
alpha_MUON_EFF_RECO_STAT ±0.00 [0.00%] ±0.12 [0.01%] ±0.28 [0.00%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.00 [0.00%] ±0.11 [0.01%] ±0.31 [0.00%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±1.15 [0.06%] ±2.78 [0.03%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%] ±0.02 [0.00%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
mu_DB4l ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
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alpha_THEORY_UNC_raretop ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]

Table A.2: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.

Uncertainty of channel JNLow SR ZLVeto SR ZL SR

Total background expectation 24.32 25.20 6.33

Total statistical (
√

Nexp) ±4.93 ±5.02 ±2.52
Total background systematic ±2.28 [9.36%] ±2.74 [10.89%] ±0.57 [9.08%]

alpha_THEORY_SCALE_diboson ±2.08 [8.6%] ±0.00 [0.01%] ±0.01 [0.14%]
alpha_JET_Flavor_Composition ±1.31 [5.4%] ±0.19 [0.75%] ±0.12 [1.9%]
mu_DB3l ±1.12 [4.6%] ±0.48 [1.9%] ±0.17 [2.6%]
alpha_JET_Pileup_RhoTopology ±1.00 [4.1%] ±0.12 [0.48%] ±0.06 [1.0%]
alpha_JET_Flavor_Response ±0.60 [2.5%] ±0.27 [1.1%] ±0.13 [2.0%]
alpha_FAKES_Electron ±0.39 [1.6%] ±0.41 [1.6%] ±0.05 [0.77%]
alpha_PRW_DATASF ±0.34 [1.4%] ±0.14 [0.54%] ±0.02 [0.24%]
Lumi ±0.34 [1.4%] ±0.33 [1.3%] ±0.10 [1.6%]
alpha_JET_Pileup_OffsetNPV ±0.33 [1.3%] ±0.07 [0.26%] ±0.05 [0.84%]
alpha_JET_EffectiveNP_1 ±0.31 [1.3%] ±0.16 [0.62%] ±0.07 [1.1%]
alpha_JET_EtaIntercalibration_Modelling ±0.27 [1.1%] ±0.04 [0.16%] ±0.03 [0.46%]
alpha_THEORY_PDF_CHOICE_diboson ±0.27 [1.1%] ±0.00 [0.02%] ±0.01 [0.13%]
alpha_JET_Pileup_OffsetMu ±0.27 [1.1%] ±0.06 [0.25%] ±0.01 [0.17%]
alpha_MET_SoftTrk_ResoPara ±0.24 [0.99%] ±0.02 [0.09%] ±0.02 [0.24%]
alpha_JET_JER_EffectiveNP_3 ±0.24 [0.97%] ±0.02 [0.08%] ±0.00 [0.06%]
alpha_JET_JER_EffectiveNP_6 ±0.23 [0.94%] ±0.01 [0.03%] ±0.04 [0.63%]
mu_raretop ±0.22 [0.92%] ±1.40 [5.6%] ±0.40 [6.4%]
alpha_JET_JER_EffectiveNP_1 ±0.21 [0.84%] ±0.12 [0.46%] ±0.01 [0.20%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.20 [0.83%] ±0.23 [0.91%] ±0.03 [0.42%]
alpha_EG_SCALE_ALL ±0.20 [0.82%] ±0.29 [1.1%] ±0.08 [1.2%]
alpha_JET_JER_EffectiveNP_7restTerm ±0.20 [0.81%] ±0.21 [0.82%] ±0.02 [0.24%]
alpha_JET_JER_DataVsMC_MC16 ±0.19 [0.78%] ±0.03 [0.10%] ±0.07 [1.1%]
alpha_JET_JER_EffectiveNP_4 ±0.18 [0.74%] ±0.00 [0.02%] ±0.03 [0.44%]
alpha_JET_JER_EffectiveNP_5 ±0.17 [0.71%] ±0.03 [0.12%] ±0.06 [0.92%]
alpha_JET_JER_EffectiveNP_2 ±0.16 [0.67%] ±0.05 [0.21%] ±0.05 [0.86%]
alpha_MET_SoftTrk_ResoPerp ±0.15 [0.60%] ±0.01 [0.05%] ±0.07 [1.1%]
alpha_THEORY_PDF_VARIATION_diboson ±0.14 [0.58%] ±0.04 [0.17%] ±0.03 [0.51%]
alpha_MUON_SAGITTA_RESBIAS ±0.14 [0.57%] ±0.19 [0.77%] ±0.03 [0.49%]
alpha_JET_JvtEfficiency ±0.09 [0.35%] ±0.02 [0.08%] ±0.01 [0.20%]
alpha_MET_SoftTrk_Scale ±0.07 [0.31%] ±0.01 [0.04%] ±0.03 [0.54%]
alpha_MUON_SCALE ±0.07 [0.28%] ±0.06 [0.25%] ±0.04 [0.66%]
alpha_JET_EtaIntercalibration_TotalStat ±0.06 [0.26%] ±0.01 [0.05%] ±0.00 [0.02%]
alpha_MUON_EFF_RECO_SYS ±0.06 [0.26%] ±0.06 [0.25%] ±0.01 [0.22%]
alpha_JET_EffectiveNP_2 ±0.05 [0.22%] ±0.00 [0.02%] ±0.01 [0.17%]
alpha_FAKES_Muon ±0.05 [0.21%] ±0.24 [0.97%] ±0.00 [0.04%]
alpha_MUON_ID ±0.05 [0.19%] ±0.02 [0.07%] ±0.01 [0.12%]
alpha_EL_CHARGEID_SYStotal ±0.04 [0.18%] ±0.15 [0.59%] ±0.00 [0.02%]
alpha_FT_EFF_B_systematics ±0.04 [0.17%] ±0.36 [1.4%] ±0.12 [1.9%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.04 [0.16%] ±0.00 [0.00%] ±0.00 [0.03%]
alpha_JET_Pileup_PtTerm ±0.04 [0.15%] ±0.02 [0.07%] ±0.01 [0.14%]
alpha_FT_EFF_Light_systematics ±0.03 [0.14%] ±0.06 [0.22%] ±0.02 [0.38%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.02 [0.09%] ±0.03 [0.13%] ±0.01 [0.08%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.01 [0.05%] ±0.00 [0.01%] ±0.01 [0.10%]
alpha_EG_RESOLUTION_ALL ±0.01 [0.05%] ±0.00 [0.02%] ±0.01 [0.21%]
alpha_FT_EFF_C_systematics ±0.01 [0.04%] ±0.01 [0.03%] ±0.00 [0.07%]
alpha_EL_CHARGEID_STAT ±0.01 [0.04%] ±0.07 [0.27%] ±0.00 [0.02%]
alpha_MUON_EFF_ISO_STAT ±0.01 [0.03%] ±0.01 [0.03%] ±0.00 [0.03%]
alpha_MUON_EFF_TTVA_SYS ±0.01 [0.03%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_ISO_SYS ±0.01 [0.03%] ±0.04 [0.15%] ±0.01 [0.15%]
alpha_JET_EffectiveNP_8restTerm ±0.01 [0.02%] ±0.01 [0.02%] ±0.00 [0.04%]
alpha_MUON_EFF_TTVA_STAT ±0.00 [0.02%] ±0.00 [0.01%] ±0.00 [0.00%]
alpha_MUON_EFF_TrigSystUncertainty ±0.00 [0.02%] ±0.01 [0.04%] ±0.00 [0.04%]
alpha_JET_EffectiveNP_3 ±0.00 [0.02%] ±0.01 [0.06%] ±0.01 [0.19%]
alpha_MUON_MS ±0.00 [0.01%] ±0.03 [0.13%] ±0.01 [0.10%]
alpha_JET_EffectiveNP_5 ±0.00 [0.01%] ±0.01 [0.03%] ±0.00 [0.02%]
alpha_FT_EFF_extrapolation ±0.00 [0.01%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_7 ±0.00 [0.01%] ±0.00 [0.01%] ±0.00 [0.06%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.01%] ±0.02 [0.09%] ±0.01 [0.11%]
alpha_JET_EffectiveNP_6 ±0.00 [0.01%] ±0.01 [0.02%] ±0.00 [0.05%]
alpha_JET_EffectiveNP_4 ±0.00 [0.01%] ±0.01 [0.05%] ±0.00 [0.01%]
alpha_MUON_EFF_RECO_STAT ±0.00 [0.01%] ±0.00 [0.00%] ±0.00 [0.01%]

204



Systematics Tables Analysis details

alpha_MUON_EFF_RECO_SYS_LOWPT ±0.00 [0.01%] ±0.01 [0.03%] ±0.00 [0.04%]
alpha_FT_EFF_extrapolation_from_charm ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.09%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.01%] ±0.00 [0.00%]
alpha_JET_PunchThrough_MC16 ±0.00 [0.00%] ±0.00 [0.01%] ±0.00 [0.02%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.01%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.00 [0.00%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
mu_DB4l ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_UNC_raretop ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]

Table A.3: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.

Uncertainty of channel ZL RT VR ZL DB VR

Total background expectation 25.43 34.20

Total statistical (
√

Nexp) ±5.04 ±5.85
Total background systematic ±2.82 [11.08%] ±1.86 [5.44%]

mu_raretop ±2.81 [11.1%] ±0.51 [1.5%]
alpha_FT_EFF_B_systematics ±0.51 [2.0%] ±0.37 [1.1%]
alpha_JET_Flavor_Composition ±0.50 [2.0%] ±0.54 [1.6%]
alpha_JET_Flavor_Response ±0.45 [1.8%] ±0.53 [1.6%]
Lumi ±0.43 [1.7%] ±0.55 [1.6%]
alpha_JET_Pileup_RhoTopology ±0.35 [1.4%] ±0.33 [0.95%]
alpha_FT_EFF_Light_systematics ±0.28 [1.1%] ±0.32 [0.95%]
mu_DB3l ±0.25 [0.97%] ±1.86 [5.4%]
alpha_JET_JER_EffectiveNP_2 ±0.24 [0.95%] ±0.21 [0.63%]
alpha_JET_JER_EffectiveNP_4 ±0.23 [0.92%] ±0.10 [0.30%]
alpha_JET_JER_EffectiveNP_3 ±0.23 [0.89%] ±0.29 [0.84%]
alpha_JET_EffectiveNP_1 ±0.22 [0.86%] ±0.27 [0.79%]
alpha_EG_SCALE_ALL ±0.21 [0.82%] ±0.30 [0.89%]
alpha_JET_JER_DataVsMC_MC16 ±0.19 [0.75%] ±0.13 [0.39%]
alpha_JET_JER_EffectiveNP_7restTerm ±0.18 [0.72%] ±0.17 [0.51%]
alpha_JET_EtaIntercalibration_Modelling ±0.17 [0.68%] ±0.13 [0.38%]
alpha_JET_JER_EffectiveNP_1 ±0.17 [0.66%] ±0.23 [0.66%]
alpha_JET_JER_EffectiveNP_5 ±0.16 [0.62%] ±0.21 [0.61%]
alpha_JET_JER_EffectiveNP_6 ±0.10 [0.41%] ±0.20 [0.59%]
alpha_FT_EFF_C_systematics ±0.10 [0.39%] ±0.11 [0.31%]
alpha_JET_Pileup_OffsetNPV ±0.09 [0.36%] ±0.17 [0.50%]
alpha_MET_SoftTrk_Scale ±0.08 [0.31%] ±0.20 [0.58%]
alpha_FAKES_Electron ±0.07 [0.26%] ±0.55 [1.6%]
alpha_MUON_EFF_ISO_SYS ±0.07 [0.26%] ±0.04 [0.11%]
alpha_PRW_DATASF ±0.07 [0.26%] ±0.07 [0.19%]
alpha_MET_SoftTrk_ResoPerp ±0.06 [0.25%] ±0.20 [0.58%]
alpha_MET_SoftTrk_ResoPara ±0.06 [0.23%] ±0.26 [0.77%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.06 [0.22%] ±0.01 [0.03%]
alpha_MUON_EFF_RECO_SYS ±0.05 [0.21%] ±0.09 [0.27%]
alpha_MUON_SCALE ±0.05 [0.19%] ±0.06 [0.18%]
alpha_THEORY_SCALE_diboson ±0.04 [0.15%] ±0.06 [0.17%]
alpha_MUON_SAGITTA_RESBIAS ±0.03 [0.12%] ±0.01 [0.03%]
alpha_JET_Pileup_OffsetMu ±0.03 [0.12%] ±0.04 [0.12%]
alpha_JET_JvtEfficiency ±0.03 [0.10%] ±0.01 [0.03%]
alpha_FT_EFF_extrapolation ±0.02 [0.09%] ±0.02 [0.05%]
alpha_MUON_MS ±0.02 [0.09%] ±0.02 [0.05%]
alpha_FT_EFF_extrapolation_from_charm ±0.02 [0.09%] ±0.01 [0.04%]
alpha_JET_EtaIntercalibration_TotalStat ±0.02 [0.08%] ±0.01 [0.03%]
alpha_JET_EffectiveNP_4 ±0.02 [0.07%] ±0.03 [0.09%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.02 [0.07%] ±0.18 [0.54%]
alpha_MUON_EFF_RECO_SYS_LOWPT ±0.02 [0.06%] ±0.00 [0.01%]
alpha_EL_CHARGEID_STAT ±0.02 [0.06%] ±0.02 [0.05%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.02 [0.06%] ±0.02 [0.07%]
alpha_JET_Pileup_PtTerm ±0.01 [0.05%] ±0.07 [0.20%]
alpha_MUON_EFF_TrigSystUncertainty ±0.01 [0.04%] ±0.03 [0.09%]
alpha_FAKES_Muon ±0.01 [0.04%] ±0.08 [0.23%]
alpha_JET_EffectiveNP_2 ±0.01 [0.03%] ±0.08 [0.22%]

205



Analysis details Systematics Tables

alpha_THEORY_PDF_VARIATION_diboson ±0.01 [0.03%] ±0.00 [0.00%]
alpha_JET_EffectiveNP_5 ±0.01 [0.03%] ±0.01 [0.03%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.01 [0.03%] ±0.01 [0.04%]
alpha_JET_EffectiveNP_8restTerm ±0.01 [0.03%] ±0.01 [0.02%]
alpha_JET_EffectiveNP_3 ±0.01 [0.03%] ±0.05 [0.15%]
alpha_THEORY_PDF_CHOICE_diboson ±0.01 [0.03%] ±0.20 [0.59%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.01 [0.02%] ±0.00 [0.00%]
alpha_MUON_EFF_RECO_STAT ±0.01 [0.02%] ±0.00 [0.00%]
alpha_MUON_EFF_ISO_STAT ±0.01 [0.02%] ±0.01 [0.04%]
alpha_MUON_ID ±0.01 [0.02%] ±0.04 [0.12%]
alpha_MUON_EFF_TTVA_STAT ±0.00 [0.01%] ±0.01 [0.02%]
alpha_JET_EffectiveNP_7 ±0.00 [0.01%] ±0.00 [0.00%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.01%] ±0.00 [0.00%]
alpha_JET_PunchThrough_MC16 ±0.00 [0.01%] ±0.00 [0.00%]
alpha_EL_CHARGEID_SYStotal ±0.00 [0.01%] ±0.00 [0.01%]
alpha_MUON_EFF_TTVA_SYS ±0.00 [0.01%] ±0.01 [0.03%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.01%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.00 [0.01%] ±0.00 [0.00%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.01%] ±0.00 [0.00%]
alpha_JET_EffectiveNP_6 ±0.00 [0.00%] ±0.01 [0.01%]
alpha_EG_RESOLUTION_ALL ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%]
mu_DB4l ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_UNC_raretop ±0.00 [0.00%] ±0.00 [0.00%]

Table A.4: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.

Uncertainty of channel Q0 DB CR Q0 RT CR Q2 VR

Total background expectation 1642.12 66.18 14.27

Total statistical (
√

Nexp) ±40.52 ±8.14 ±3.78
Total background systematic ±40.52 [2.47%] ±7.79 [11.76%] ±2.42 [16.97%]

mu_DB4l ±48.78 [3.0%] ±0.17 [0.25%] ±0.31 [2.2%]
Lumi ±26.93 [1.6%] ±1.12 [1.7%] ±0.18 [1.2%]
alpha_FAKES_Electron ±3.30 [0.20%] ±0.03 [0.04%] ±0.29 [2.1%]
mu_raretop ±1.60 [0.10%] ±7.90 [11.9%] ±0.04 [0.29%]
alpha_FT_EFF_B_systematics ±1.06 [0.06%] ±0.23 [0.35%] ±0.00 [0.01%]
alpha_JET_Pileup_RhoTopology ±0.24 [0.01%] ±0.15 [0.23%] ±0.04 [0.25%]
alpha_JET_Flavor_Composition ±0.23 [0.01%] ±0.16 [0.24%] ±0.04 [0.29%]
alpha_FAKES_Muon ±0.17 [0.01%] ±0.13 [0.20%] ±0.20 [1.4%]
alpha_JET_JER_EffectiveNP_2 ±0.17 [0.01%] ±0.06 [0.09%] ±0.04 [0.25%]
alpha_JET_JER_EffectiveNP_4 ±0.14 [0.01%] ±0.05 [0.07%] ±0.00 [0.02%]
alpha_JET_Flavor_Response ±0.13 [0.01%] ±0.08 [0.12%] ±0.03 [0.18%]
alpha_FT_EFF_Light_systematics ±0.12 [0.01%] ±0.26 [0.40%] ±0.02 [0.11%]
alpha_JET_JER_EffectiveNP_3 ±0.12 [0.01%] ±0.05 [0.07%] ±0.01 [0.10%]
alpha_JET_JER_EffectiveNP_1 ±0.11 [0.01%] ±0.03 [0.05%] ±0.04 [0.31%]
alpha_JET_JER_EffectiveNP_7restTerm ±0.09 [0.01%] ±0.05 [0.07%] ±0.03 [0.18%]
alpha_JET_EffectiveNP_1 ±0.08 [0.00%] ±0.05 [0.08%] ±0.02 [0.12%]
alpha_JET_EtaIntercalibration_Modelling ±0.07 [0.00%] ±0.05 [0.07%] ±0.01 [0.04%]
alpha_JET_Pileup_OffsetNPV ±0.07 [0.00%] ±0.07 [0.10%] ±0.02 [0.12%]
alpha_JET_JER_EffectiveNP_5 ±0.06 [0.00%] ±0.06 [0.09%] ±0.02 [0.11%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.05 [0.00%] ±0.02 [0.02%] ±0.25 [1.8%]
alpha_JET_JER_EffectiveNP_6 ±0.05 [0.00%] ±0.05 [0.08%] ±0.02 [0.14%]
alpha_JET_JvtEfficiency ±0.05 [0.00%] ±0.02 [0.04%] ±0.00 [0.02%]
alpha_JET_JER_DataVsMC_MC16 ±0.05 [0.00%] ±0.03 [0.04%] ±0.02 [0.13%]
alpha_PRW_DATASF ±0.04 [0.00%] ±0.03 [0.05%] ±0.02 [0.11%]
alpha_FT_EFF_C_systematics ±0.03 [0.00%] ±0.08 [0.12%] ±0.01 [0.09%]
alpha_JET_Pileup_OffsetMu ±0.03 [0.00%] ±0.03 [0.04%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_TotalStat ±0.02 [0.00%] ±0.01 [0.02%] ±0.00 [0.03%]
alpha_JET_EffectiveNP_2 ±0.02 [0.00%] ±0.01 [0.02%] ±0.00 [0.02%]
alpha_JET_Pileup_PtTerm ±0.02 [0.00%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_3 ±0.01 [0.00%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_MUON_ID ±0.01 [0.00%] ±0.00 [0.00%] ±0.01 [0.07%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.01 [0.00%] ±0.01 [0.01%] ±0.06 [0.39%]
alpha_MUON_EFF_RECO_SYS ±0.01 [0.00%] ±0.00 [0.01%] ±0.02 [0.16%]
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alpha_MUON_MS ±0.01 [0.00%] ±0.00 [0.00%] ±0.02 [0.15%]
alpha_MUON_SCALE ±0.01 [0.00%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_4 ±0.00 [0.00%] ±0.00 [0.01%] ±0.00 [0.01%]
alpha_EG_SCALE_ALL ±0.00 [0.00%] ±0.00 [0.00%] ±0.02 [0.11%]
alpha_EG_RESOLUTION_ALL ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.04%]
alpha_MUON_EFF_ISO_SYS ±0.00 [0.00%] ±0.00 [0.00%] ±0.03 [0.22%]
alpha_MUON_EFF_TTVA_SYS ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.03%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.08%]
alpha_EL_CHARGEID_SYStotal ±0.00 [0.00%] ±0.00 [0.00%] ±1.81 [12.7%]
alpha_FT_EFF_extrapolation ±0.00 [0.00%] ±0.01 [0.01%] ±0.00 [0.00%]
alpha_MUON_EFF_RECO_SYS_LOWPT ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_TrigSystUncertainty ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.02%]
alpha_JET_EffectiveNP_5 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RESBIAS ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_8restTerm ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_TTVA_STAT ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.02%]
alpha_FT_EFF_extrapolation_from_charm ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.01%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_ISO_STAT ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_6 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_RECO_STAT ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.05%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.01%]
alpha_EL_CHARGEID_STAT ±0.00 [0.00%] ±0.00 [0.00%] ±0.38 [2.7%]
alpha_JET_EffectiveNP_7 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_PunchThrough_MC16 ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MET_SoftTrk_Scale ±0.00 [0.00%] ±0.00 [0.00%] ±0.01 [0.04%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_PDF_CHOICE_diboson ±0.00 [0.00%] ±0.11 [0.17%] ±0.02 [0.17%]
alpha_THEORY_SCALE_diboson ±0.00 [0.00%] ±0.62 [0.94%] ±0.09 [0.65%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_PDF_VARIATION_diboson ±0.00 [0.00%] ±0.03 [0.04%] ±0.02 [0.15%]
alpha_MET_SoftTrk_ResoPara ±0.00 [0.00%] ±0.00 [0.00%] ±0.04 [0.31%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MET_SoftTrk_ResoPerp ±0.00 [0.00%] ±0.00 [0.00%] ±0.02 [0.16%]
mu_DB3l ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_UNC_raretop ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]

Table A.5: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.

Uncertainty of channel Q0 SR Q2 SR

Total background expectation 18.88 10.37

Total statistical (
√

Nexp) ±4.34 ±3.22
Total background systematic ±1.64 [8.66%] ±1.86 [17.97%]

mu_raretop ±1.17 [6.2%] ±0.20 [2.0%]
alpha_FT_EFF_B_systematics ±0.78 [4.1%] ±0.05 [0.48%]
alpha_JET_JER_EffectiveNP_1 ±0.47 [2.5%] ±0.01 [0.13%]
alpha_JET_JER_EffectiveNP_2 ±0.40 [2.1%] ±0.02 [0.22%]
alpha_FAKES_Muon ±0.36 [1.9%] ±0.00 [0.03%]
alpha_MET_SoftTrk_Scale ±0.33 [1.7%] ±0.01 [0.11%]
Lumi ±0.30 [1.6%] ±0.17 [1.7%]
alpha_JET_JER_EffectiveNP_4 ±0.28 [1.5%] ±0.01 [0.11%]
alpha_JET_JER_EffectiveNP_6 ±0.27 [1.4%] ±0.00 [0.02%]
alpha_MET_SoftTrk_ResoPerp ±0.26 [1.4%] ±0.00 [0.02%]
alpha_JET_JER_EffectiveNP_3 ±0.26 [1.4%] ±0.02 [0.20%]
mu_DB4l ±0.24 [1.3%] ±0.26 [2.5%]
alpha_JET_JER_EffectiveNP_7restTerm ±0.24 [1.3%] ±0.00 [0.01%]
alpha_JET_JER_EffectiveNP_5 ±0.23 [1.2%] ±0.02 [0.18%]
alpha_MET_SoftTrk_ResoPara ±0.22 [1.2%] ±0.04 [0.41%]
alpha_JET_Pileup_RhoTopology ±0.17 [0.92%] ±0.01 [0.06%]
alpha_MUON_MS ±0.12 [0.66%] ±0.01 [0.05%]
alpha_JET_Flavor_Composition ±0.12 [0.63%] ±0.01 [0.05%]
alpha_JET_JER_DataVsMC_MC16 ±0.12 [0.62%] ±0.02 [0.15%]
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alpha_MUON_SAGITTA_RESBIAS ±0.11 [0.60%] ±0.01 [0.08%]
alpha_PRW_DATASF ±0.11 [0.59%] ±0.09 [0.85%]
alpha_FT_EFF_Light_systematics ±0.11 [0.56%] ±0.05 [0.45%]
alpha_THEORY_SCALE_diboson ±0.10 [0.55%] ±0.30 [2.9%]
alpha_MUON_ID ±0.09 [0.47%] ±0.00 [0.02%]
alpha_JET_JvtEfficiency ±0.08 [0.45%] ±0.00 [0.04%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.08 [0.42%] ±0.33 [3.2%]
alpha_JET_Pileup_OffsetMu ±0.08 [0.41%] ±0.01 [0.06%]
alpha_MUON_SCALE ±0.07 [0.38%] ±0.01 [0.08%]
alpha_EG_SCALE_ALL ±0.07 [0.38%] ±0.07 [0.66%]
alpha_JET_Flavor_Response ±0.07 [0.38%] ±0.01 [0.07%]
alpha_JET_EffectiveNP_1 ±0.06 [0.34%] ±0.01 [0.08%]
alpha_JET_EtaIntercalibration_Modelling ±0.05 [0.26%] ±0.01 [0.14%]
alpha_FAKES_Electron ±0.05 [0.25%] ±0.01 [0.11%]
alpha_MUON_EFF_RECO_SYS ±0.04 [0.22%] ±0.01 [0.09%]
alpha_JET_EffectiveNP_2 ±0.04 [0.19%] ±0.01 [0.06%]
alpha_FT_EFF_C_systematics ±0.03 [0.15%] ±0.01 [0.06%]
alpha_JET_EtaIntercalibration_TotalStat ±0.02 [0.11%] ±0.01 [0.07%]
alpha_THEORY_PDF_VARIATION_diboson ±0.02 [0.10%] ±0.01 [0.14%]
alpha_JET_Pileup_PtTerm ±0.02 [0.09%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_4 ±0.02 [0.09%] ±0.00 [0.00%]
alpha_JET_EffectiveNP_3 ±0.02 [0.08%] ±0.00 [0.00%]
alpha_THEORY_PDF_CHOICE_diboson ±0.01 [0.07%] ±0.02 [0.19%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.01 [0.05%] ±0.03 [0.25%]
alpha_EL_CHARGEID_STAT ±0.01 [0.05%] ±0.77 [7.4%]
alpha_JET_EffectiveNP_8restTerm ±0.01 [0.04%] ±0.00 [0.00%]
alpha_MUON_EFF_ISO_SYS ±0.01 [0.04%] ±0.04 [0.35%]
alpha_JET_EffectiveNP_5 ±0.01 [0.04%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.01 [0.04%] ±0.00 [0.00%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.01 [0.03%] ±0.04 [0.43%]
alpha_MUON_EFF_TTVA_SYS ±0.01 [0.03%] ±0.00 [0.01%]
alpha_JET_PunchThrough_MC16 ±0.01 [0.03%] ±0.00 [0.00%]
alpha_JET_EffectiveNP_6 ±0.01 [0.03%] ±0.00 [0.00%]
alpha_MUON_EFF_TTVA_STAT ±0.00 [0.02%] ±0.00 [0.02%]
alpha_EG_RESOLUTION_ALL ±0.00 [0.02%] ±0.02 [0.16%]
alpha_EL_CHARGEID_SYStotal ±0.00 [0.02%] ±1.74 [16.8%]
alpha_JET_EffectiveNP_7 ±0.00 [0.02%] ±0.00 [0.00%]
alpha_MUON_EFF_ISO_STAT ±0.00 [0.02%] ±0.00 [0.01%]
alpha_FT_EFF_extrapolation ±0.00 [0.02%] ±0.00 [0.01%]
alpha_JET_Pileup_OffsetNPV ±0.00 [0.01%] ±0.01 [0.09%]
alpha_MUON_EFF_TrigSystUncertainty ±0.00 [0.01%] ±0.00 [0.04%]
alpha_MUON_EFF_RECO_STAT ±0.00 [0.01%] ±0.01 [0.06%]
alpha_MUON_EFF_RECO_SYS_LOWPT ±0.00 [0.00%] ±0.00 [0.03%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.00%] ±0.00 [0.01%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.00 [0.00%] ±0.00 [0.01%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.01%]
alpha_FT_EFF_extrapolation_from_charm ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%]
mu_DB3l ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_UNC_raretop ±0.00 [0.00%] ±0.00 [0.00%]

Table A.6: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.

Uncertainty of channel Q0 DB VR Q0 RT VR

Total background expectation 92.65 21.17

Total statistical (
√

Nexp) ±9.63 ±4.60
Total background systematic ±20.12 [21.71%] ±2.60 [12.30%]

alpha_THEORY_UNC_raretop ±18.94 [20.4%] ±0.00 [0.00%]
mu_raretop ±4.85 [5.2%] ±2.49 [11.7%]
alpha_FT_EFF_Light_systematics ±2.76 [3.0%] ±0.13 [0.60%]
alpha_THEORY_SCALE_diboson ±2.64 [2.9%] ±0.06 [0.26%]
mu_DB4l ±1.49 [1.6%] ±0.02 [0.08%]
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Lumi ±1.47 [1.6%] ±0.34 [1.6%]
alpha_FT_EFF_B_systematics ±1.00 [1.1%] ±0.79 [3.7%]
alpha_FT_EFF_C_systematics ±0.73 [0.79%] ±0.03 [0.15%]
alpha_FAKES_Muon ±0.73 [0.78%] ±0.16 [0.74%]
alpha_JET_Flavor_Composition ±0.62 [0.67%] ±0.21 [0.98%]
alpha_THEORY_PDF_CHOICE_diboson ±0.61 [0.66%] ±0.01 [0.05%]
alpha_JET_Pileup_RhoTopology ±0.55 [0.60%] ±0.20 [0.96%]
alpha_JET_JER_EffectiveNP_4 ±0.42 [0.45%] ±0.16 [0.75%]
alpha_JET_JER_EffectiveNP_2 ±0.33 [0.36%] ±0.22 [1.0%]
alpha_JET_JER_EffectiveNP_3 ±0.27 [0.29%] ±0.19 [0.89%]
alpha_PRW_DATASF ±0.25 [0.27%] ±0.03 [0.12%]
alpha_JET_JER_EffectiveNP_7restTerm ±0.24 [0.26%] ±0.05 [0.25%]
alpha_FAKES_Electron ±0.22 [0.23%] ±0.08 [0.38%]
alpha_JET_Flavor_Response ±0.21 [0.23%] ±0.10 [0.48%]
alpha_JET_JER_EffectiveNP_1 ±0.21 [0.22%] ±0.11 [0.54%]
alpha_JET_EtaIntercalibration_Modelling ±0.21 [0.22%] ±0.08 [0.37%]
alpha_THEORY_PDF_VARIATION_diboson ±0.15 [0.16%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_1 ±0.13 [0.14%] ±0.07 [0.33%]
alpha_JET_Pileup_OffsetNPV ±0.13 [0.14%] ±0.05 [0.24%]
alpha_JET_Pileup_OffsetMu ±0.13 [0.14%] ±0.00 [0.01%]
alpha_JET_JER_EffectiveNP_5 ±0.12 [0.13%] ±0.01 [0.04%]
alpha_JET_JER_EffectiveNP_6 ±0.11 [0.12%] ±0.02 [0.10%]
alpha_MUON_MS ±0.09 [0.10%] ±0.03 [0.15%]
alpha_MUON_SAGITTA_RESBIAS ±0.08 [0.09%] ±0.04 [0.18%]
alpha_JET_EffectiveNP_2 ±0.08 [0.08%] ±0.02 [0.10%]
alpha_MUON_SCALE ±0.07 [0.08%] ±0.03 [0.12%]
alpha_EG_SCALE_ALL ±0.07 [0.07%] ±0.05 [0.22%]
alpha_EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ±0.06 [0.07%] ±0.01 [0.04%]
alpha_JET_EtaIntercalibration_TotalStat ±0.06 [0.06%] ±0.02 [0.07%]
alpha_JET_JvtEfficiency ±0.04 [0.05%] ±0.04 [0.19%]
alpha_EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR ±0.02 [0.03%] ±0.01 [0.07%]
alpha_EG_RESOLUTION_ALL ±0.02 [0.02%] ±0.02 [0.11%]
alpha_JET_EtaIntercalibration_NonClosure_posEta ±0.02 [0.02%] ±0.00 [0.00%]
alpha_MUON_ID ±0.02 [0.02%] ±0.01 [0.06%]
alpha_FT_EFF_extrapolation ±0.01 [0.01%] ±0.00 [0.00%]
alpha_MUON_EFF_RECO_SYS ±0.01 [0.01%] ±0.01 [0.07%]
alpha_JET_EtaIntercalibration_NonClosure_negEta ±0.01 [0.01%] ±0.00 [0.01%]
alpha_MUON_EFF_RECO_SYS_LOWPT ±0.01 [0.01%] ±0.00 [0.02%]
alpha_JET_EffectiveNP_4 ±0.01 [0.01%] ±0.01 [0.03%]
alpha_JET_EffectiveNP_3 ±0.01 [0.01%] ±0.01 [0.05%]
alpha_JET_JER_DataVsMC_MC16 ±0.01 [0.01%] ±0.06 [0.29%]
alpha_JET_Pileup_PtTerm ±0.01 [0.01%] ±0.01 [0.02%]
alpha_MUON_EFF_TrigSystUncertainty ±0.00 [0.00%] ±0.01 [0.03%]
alpha_MUON_EFF_TTVA_STAT ±0.00 [0.00%] ±0.00 [0.01%]
alpha_MUON_EFF_RECO_STAT_LOWPT ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EffectiveNP_7 ±0.00 [0.00%] ±0.00 [0.01%]
alpha_JET_EffectiveNP_5 ±0.00 [0.00%] ±0.01 [0.03%]
alpha_JET_EffectiveNP_6 ±0.00 [0.00%] ±0.01 [0.05%]
alpha_EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.01%]
alpha_MUON_EFF_TTVA_SYS ±0.00 [0.00%] ±0.00 [0.01%]
alpha_MUON_EFF_ISO_SYS ±0.00 [0.00%] ±0.01 [0.05%]
alpha_EL_CHARGEID_STAT ±0.00 [0.00%] ±0.00 [0.02%]
alpha_MUON_EFF_RECO_STAT ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_EFF_TrigStatUncertainty ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_CHARGEID_SYStotal ±0.00 [0.00%] ±0.00 [0.02%]
alpha_JET_EffectiveNP_8restTerm ±0.00 [0.00%] ±0.00 [0.02%]
alpha_MUON_EFF_ISO_STAT ±0.00 [0.00%] ±0.00 [0.00%]
alpha_FT_EFF_extrapolation_from_charm ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%]
alpha_EL_EFF_TriggerEff_TOTAL_1NPCOR_PLUS_UNCOR ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MET_SoftTrk_ResoPara ±0.00 [0.00%] ±0.04 [0.19%]
alpha_JET_PunchThrough_MC16 ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MET_SoftTrk_Scale ±0.00 [0.00%] ±0.08 [0.36%]
alpha_MUON_EFF_BADMUON_SYS ±0.00 [0.00%] ±0.00 [0.00%]
alpha_THEORY_Modelling_NJet ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_SingleParticle_HighPt ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_BJES_Response ±0.00 [0.00%] ±0.00 [0.00%]
alpha_JET_EtaIntercalibration_NonClosure_highE ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MUON_SAGITTA_RHO ±0.00 [0.00%] ±0.00 [0.00%]
alpha_MET_SoftTrk_ResoPerp ±0.00 [0.00%] ±0.07 [0.33%]
mu_DB3l ±0.00 [0.00%] ±0.00 [0.00%]

Table A.7: Breakdown of the dominant uncertainties on background estimates. The
given total statistical error is a quadratic sum of individual statistical errors of each bin in
the region. Note that the individual uncertainties can be correlated, and do not necessar-
ily add up quadratically to the total background uncertainty. Uncertainties are ordered
from the largest to smallest depending by the impact on the region in the second column.
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A.3 Post-fit distributions
Additional kinematic distributions for observables not used as discriminating
variables in the fit are shown in this appendix for all the analysis regions in
the three- and four-lepton channels after the fit procedure. They show an overall
good agreement between data and scaledMC prediction in each region. The vari-
able reported are HT + Emiss

T , Emiss
T , pT and invariant mass of the three-lepton

system m(```) for the three-lepton channel and Emiss
T , pT and invariant mass of

the four-lepton systemm(````) andm(````) + Emiss
T .

These variables are shown for:

• ZL CR in Figure A.9;

• Fakes VR in Figure A.10;

• JNLow VR in Figure A.11;

• ZL Diboson VR in Figure A.12;

• ZL RareTop VR in Figure A.13;

• JNLow SR in Figure A.14

• ZL SR in Figure A.15;

• ZL Veto SR in Figure A.16;

• Q0 Diboson CR in Figure A.17;

• Q0 RareTop CR in Figure A.18;

• Q0 Diboson VR in Figure A.19;

• Q0 RareTop VR in Figure A.20;

• Q2 VR in Figure A.21;

• Q0 SR in Figure A.22

• Q2 SR in Figure A.23.
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Figure A.9: Post-fit distribution for the ZL CR: HT + Emiss
T in A.9a, Emiss

T in A.9c, tri-
lepton system pT in A.9c and m(```) in A.9d.
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Figure A.10: Post-fit distribution for the Fakes VR: HT + Emiss
T in A.10a, Emiss

T in A.10b,
tri-lepton system pT in A.10c and m(```) in A.10d.
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Figure A.11: Post-fit distribution for the JNLowVR:HT + Emiss
T in A.11a, Emiss

T in A.11b,
tri-lepton system pT in A.11c and m(```) in A.11d.
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Figure A.12: Post-fit distribution for the ZL Diboson VR: HT + Emiss
T in A.12a, Emiss

T in
A.12b, tri-lepton system pT in A.12c and m(```) in A.12d.
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Figure A.13: Post-fit distribution for the ZL RareTop VR: HT + Emiss
T in A.13a, Emiss

T in
A.13b, tri-lepton system pT in A.13c and m(```) in A.13d.
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Figure A.14: Post-fit distribution for the JNLow SR: HT + Emiss
T in A.14a, Emiss

T in A.14b,
tri-lepton system pT in A.14c and m(```) in A.14d.
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Figure A.15: Post-fit distribution for the ZL SR: HT + Emiss
T in A.15a, Emiss

T in A.15b,
tri-lepton system pT in A.15c and m(```) in A.15d.
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Figure A.16: Post-fit distribution for the ZL Veto SR: HT + Emiss
T in A.16a, Emiss

T in
A.16b, tri-lepton system pT in A.16c and m(```) in A.16d.
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Figure A.17: Post-fit distribution for the Q0 Diboson CR: m(````) in A.17a, Emiss
T in A.17b,

m(````) + Emiss
T in A.17c and four-lepton system pT in A.17d.
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Figure A.18: Post-fit distribution for the Q0 RareTop CR: m(````) in A.18a, Emiss
T in A.18b,

m(````) + Emiss
T in A.18c and four-lepton system pT in A.18d.
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Figure A.19: Post-fit distribution for the Q0 Diboson VR: m(````) in A.19a, Emiss
T in A.19b,

m(````) + Emiss
T in A.19c and four-lepton system pT in A.19d.
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Figure A.20: Post-fit distribution for the Q0 RareTop VR: m(````) in A.20a, Emiss
T in A.20b,

m(````) + Emiss
T in A.20c and four-lepton system pT in A.20d.
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Figure A.21: Post-fit distribution for the Q2 VR: m(````) in A.21a, Emiss
T in A.21b, m(````)

+ Emiss
T in A.21c and four-lepton system pT in A.21d.
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Figure A.22: Post-fit distribution for the Q0 SR: m(````) in A.22a, Emiss
T in A.22b, m(````)

+ Emiss
T in A.22c and four-lepton system pT in A.22d.
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Figure A.23: Post-fit distribution for the Q2 SR: m(````) in A.23a, Emiss
T in A.23b, m(````)

+ Emiss
T in A.23c and four-lepton system pT in A.23d.
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A.4 Cutflows
In this Appendix, several tables listing the number of yields in each analysis
region after each selection cut, the so-called cutflow, are reported. These yields
are obtained before the fit procedure. The Preselection level corresponds to the
request for at least three leptons.

These cutflows are presented for:

• ZL SR in Table A.8;

• ZLVeto SR in Table A.9;

• JNLow SR in Table A.10;

• Q0 SR in Table A.11;

• Q2 SR in Table A.12;

• ZL CR in Table A.13;

• Q0 Diboson CR in Table A.14;

• Q0 RareTop CR in Table A.15;

• Fake VR in Table A.16;

• JNLow VR in Table A.17;

• ZL Diboson VR in Table A.18;

• ZL RareTop VR in Table A.19;

• Q0 Diboson VR in Table A.20;

• Q0 RareTop VR in Table A.21;

• Q2 VR in Table A.22.
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ZL SR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 15 18.1 656 2.3e+03
Number of Z bosons (leptonic) 5.38 4.04 408 1.95e+03
mlll 4.92 1.05 89.1 362
Leading lepton mT 4.49 0.778 61 191
Subleading lepton T 3.53 0.29 22 45.6
∆R(lead.lep., sublead.lep.) 2.82 0.116 2.41 3.49

Table A.8: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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ZLVeto SR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 15 18.1 656 2.3e+03
Number of Z bosons (leptonic) 9.32 12 192 195
HT + Emiss

T 9.28 3.84 108 89.4
mlll 9.09 1.84 50.9 38.5
mjj 6.38 1.27 31.9 27.2
Di-lepton HT, SS lead. pair 5.53 0.482 9.24 11

Table A.9: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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JNLow SR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 11.4 1.79e+03 842 2.21e+04
Three loose leptons 9.22 1.78e+03 303 1.95e+04
Triggers 9.22 1.78e+03 302 1.95e+04
Trigger matching 9.22 1.78e+03 298 1.95e+04
Bad muon veto 9.22 1.78e+03 298 1.95e+04
Three tight leptons 7.87 297 227 1.51e+04
Analysis channel 7.87 297 147 1.51e+04
Charge 7.73 296 147 1.51e+04
Third lepton pT 7.5 166 137 1.39e+04
Emiss

T significance 6.75 9.58 66.7 3.99e+03
Number of Z bosons (leptonic) 6.68 8.58 62.8 3.75e+03
Lepton HT 6.63 3.2 22.3 897
Subleading lepton T 5.34 1.23 9.32 310
Leading lepton mT 4.92 0.771 5.06 160
∆R(lead.lep., sublead.lep.) 3.98 0.319 1.3 21.9

Table A.10: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

Q0 SR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 2.95 14.6 145 2.25e+03
Number of b-jets 2.28 14.2 23 2.17e+03
HT + Emiss

T 2.28 2.72 21.4 726
mllll 2.27 1.12 12.2 426
Number of Z bosons (leptonic) 2.21 0.762 11 136
Emiss

T significance 1.37 0.49 6.84 7.26

Table A.11: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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Q2 SR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 1.11 0.137 1.54 17.2
mllll 1.11 0.0941 0.891 7.49
HT + Emiss

T 1.11 0.0878 0.889 5.85

Table A.12: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

ZL CR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 15 18.1 656 2.3e+03
Number of Z bosons (leptonic) 5.38 4.04 408 1.95e+03
Subleading lepton T 1.1 3.18 331 1.74e+03

Table A.13: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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Q0 Diboson CR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 2.95 14.6 145 2.25e+03
Number of b-jets 2.28 14.2 23 2.17e+03
mllll 0.00662 0.787 9.4 1.47e+03

Table A.14: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

Q0 RareTop CR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 2.95 14.6 145 2.25e+03
Number of b-jets 0.208 0.113 53.2 6.05
mllll 0.0026 0.112 46.3 5.39

Table A.15: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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Fake VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 4.83 116 915 5.78e+03

Table A.16: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

JNLow VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 11.4 1.79e+03 842 2.21e+04
Three loose leptons 9.22 1.78e+03 303 1.95e+04
Triggers 9.22 1.78e+03 302 1.95e+04
Trigger matching 9.22 1.78e+03 298 1.95e+04
Bad muon veto 9.22 1.78e+03 298 1.95e+04
Three tight leptons 7.87 297 227 1.51e+04
Analysis channel 7.87 297 147 1.51e+04
Charge 7.73 296 147 1.51e+04
Third lepton pT 7.5 166 137 1.39e+04
Emiss

T significance 6.75 9.58 66.7 3.99e+03
Number of Z bosons (leptonic) 6.68 8.58 62.8 3.75e+03
Leading lepton mT 0.532 6.54 45.3 3.26e+03
Lepton HT 0.503 1.41 9.72 486
Subleading lepton T 0.424 0.463 3.84 150
∆R(lead.lep., sublead.lep.) 0.405 0.377 3 108

Table A.17: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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ZL Diboson VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 15 18.1 656 2.3e+03
Number of b-jets 9.61 8.24 101 2.08e+03
Number of Z bosons (leptonic) 3.56 2.95 68.2 1.76e+03
mlll 3.3 0.926 15.1 326
Leading lepton mT 3.01 0.676 9.98 171
Subleading lepton T 2.35 0.234 3.38 40.2
∆R(lead.lep., sublead.lep.) 0.435 0.129 3.01 37.1

Table A.18: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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ZL RareTop VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 28.3 1.48e+03 2.2e+04 1.25e+04
Three loose leptons 28.3 1.48e+03 3.28e+03 1.25e+04
Triggers 28.3 1.48e+03 3.27e+03 1.25e+04
Trigger matching 28.3 1.48e+03 3.21e+03 1.25e+04
Bad muon veto 28.3 1.48e+03 3.21e+03 1.25e+04
Three tight leptons 23.7 236 2.41e+03 9.29e+03
Analysis channel 23.7 236 1.7e+03 9.29e+03
Charge 20.4 232 1.69e+03 8.75e+03
Third lepton pT 19.8 134 1.57e+03 8.08e+03
Emiss

T significance 15 18.1 656 2.3e+03
Number of b-jets 5.4 9.87 555 221
Number of Z bosons (leptonic) 1.82 1.09 340 187
mlll 1.71 0.134 73.9 36.6
Leading lepton mT 1.56 0.108 51 19.7
Subleading lepton T 1.24 0.0569 18.6 5.43
∆R(lead.lep., sublead.lep.) 0.212 0.042 16.5 4.92

Table A.19: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

Q0 Diboson VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 2.95 14.6 145 2.25e+03
Number of b-jets 0.461 0.308 68.3 76.3
mllll 0.000643 0.077 28.7 46.3

Table A.20: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.
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Q0 RareTop VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 2.95 14.6 145 2.25e+03
Number of b-jets 0.461 0.308 68.3 76.3
HT + Emiss

T 0.461 0.186 57.5 32.4
mllll 0.00643 0.0325 24.7 12.9
Emiss

T significance 0.00589 0.0121 14.8 0.569

Table A.21: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 GeV.

Q2 VR

Cut Signal Other RT DB

Preselection 39.7 3.27e+03 2.28e+04 3.45e+04
Number of jets 39.7 3.27e+03 2.28e+04 3.45e+04
Four loose leptons 5.18 18.7 269 3.43e+03
Triggers 5.18 18.7 269 3.43e+03
Trigger matching 5.18 18.7 268 3.43e+03
Bad muon veto 5.18 18.7 268 3.43e+03
Four tight leptons 4.07 14.7 179 2.27e+03
Analysis channel 4.07 14.7 146 2.27e+03
Charge 1.11 0.137 1.54 17.2
mllll

OR 1.07e-04 0.026 0.313 10.1
HT + Emiss

T

Table A.22: Signal and MC events at different stage of the applied event section. Events
are reweighted using the proper reconstruction weighs. The signal sample considered is
generated with a heavy lepton mass hypothesis of 800 TeV.
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A.5 Results for separated channels
In this Appendix results obtained studying three- and four-channel separately
are reported.

By performing a fit with the three-lepton channel only:

• pull-plots are in Figure A.24;

• ranking plots are in Figure A.25;

• exclusion limit is in Figure A.26.The observed (expected) excluded limit is
860 GeV ( 885+84

−89 GeV .

Considering only the four-lepton channel:

• pull-plots are in Figure A.27;

• ranking plots are in Figure A.28;

• exclusion limit is in Figure A.29.The observed (expected) excluded limit is
580 GeV ( 690+68

−75 GeV .

236



Results for separated channels Analysis details

Lu
m

in
os

ity
E

l. 
en

er
gy

 r
es

ol
ut

io
n

E
l. 

en
er

gy
 s

ca
le

, f
ul

l s
im

.
E

l. 
ch

ar
ge

 ID
 e

ffi
ci

en
cy

, s
ta

t. 
te

rm

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ys
. t

er
m

E
l. 

ID
 e

ffi
ci

en
cy

E
l. 

is
o.

 e
ffi

ci
en

cy
E

l. 
re

co
. e

ffi
ci

en
cy

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 1

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 2

E
le

ct
ro

n 
fa

ke
 fa

ct
or

M
uo

n 
fa

ke
 fa

ct
or

F
la

vo
ur

 ta
gg

in
g 

b-
je

t
F

la
vo

ur
 ta

gg
in

g 
c-

je
t

F
la

vo
ur

 ta
gg

in
g 

lig
ht

-je
t

F
la

vo
ur

 ta
gg

in
g 

ex
tr

ap
ol

at
io

n
F

la
vo

ur
 ta

gg
in

g 
ex

tr
ap

ol
at

io
n 

fr
om

 c
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
of

 b
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
N

P
 1

Je
t e

ne
rg

y 
sc

al
e 

N
P

 2
Je

t e
ne

rg
y 

sc
al

e 
N

P
 3

Je
t e

ne
rg

y 
sc

al
e 

N
P

 4
Je

t e
ne

rg
y 

sc
al

e 
N

P
 5

Je
t e

ne
rg

y 
sc

al
e 

N
P

 6

Je
t e

ne
rg

y 
sc

al
e 

N
P

 7
Je

t e
ne

rg
y 

sc
al

e 
N

P
 8

 in
te

rc
al

ib
., 

m
od

el
lin

g
η

Je
t 

 in
te

rc
al

ib
., 

hi
gh

 E
η

Je
t 

η
 in

te
rc

al
ib

., 
ne

g.
 

η
Je

t 
η

 in
te

rc
al

ib
., 

po
s.

 
η

Je
t  in

te
rc

al
ib

., 
st

at
. t

er
m

η
Je

t Je
t f

la
vo

ur
 c

om
po

si
tio

n
Je

t f
la

vo
ur

 r
es

po
ns

e
Je

t e
ne

rg
y 

re
so

lu
tio

n 
da

ta
 v

s.
 fa

st
 s

im
.

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 1
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 2

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 3
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 4

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 5
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 6

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 7
Je

t J
V

T
 e

ffi
ci

en
cy

 o
ffs

et
µ

P
ile

-u
p 

je
ts

, 
P

ile
-u

p 
je

ts
, N

P
V

 o
ffs

et
 te

rm
T

P
ile

-u
p 

je
ts

, p  to
po

lo
gy

ρ
P

ile
-u

p 
je

ts
, 

Je
t p

un
ch

-t
hr

ou
gh

, f
ul

l s
im

.
 s

in
gl

e 
pa

rt
ic

le
s 

in
 je

ts
T

H
ig

h-
p

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
pa

ra
. r

es
ol

ut
io

n
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

pe
rp

. r
es

ol
ut

io
n

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
sc

al
e

B
ad

 m
uo

n 
ve

to
 e

ffi
ci

en
cy

M
uo

n 
is

o.
 e

ffi
ci

en
cy

, s
ta

t. 
te

rm
M

uo
n 

is
o.

 e
ffi

ci
en

cy
, s

ys
. t

er
m

M
uo

n 
re

co
. e

ffi
ci

en
cy

, s
ta

t. 
te

rm
M

uo
n 

re
co

. e
ffi

ci
en

cy
, s

ys
. t

er
m

M
uo

n 
T

T
V

A
, s

ta
t. 

te
rm

M
uo

n 
T

T
V

A
, s

ys
. t

er
m

M
uo

n 
tr

ig
. e

ffi
ci

en
cy

, s
ta

t. 
te

rm
M

uo
n 

tr
ig

. e
ffi

ci
en

cy
, s

ys
. t

er
m

M
uo

n 
ID

 tr
ac

k 
re

so
lu

tio
n

M
uo

n 
M

S
 tr

ac
k 

re
so

lu
tio

n
M

uo
n 

sa
gi

ta
 r

es
ol

ut
io

n 
N

P
 1

M
uo

n 
sa

gi
ta

 r
es

ol
ut

io
n 

N
P

 2

M
uo

n 
m

om
en

tu
m

 s
ca

le
P

ile
-u

p 
m

od
el

lin
g

T
H

E
O

R
Y

_M
od

el
lin

g_
N

Je
t

D
ib

os
on

 P
D

F
 c

ho
ic

e
D

ib
os

on
 P

D
F

 v
ar

ia
tio

n
D

ib
os

on
 Q

C
D

 s
ca

le
T

H
E

O
R

Y
_U

N
C

_r
ar

et
op

m
u_

D
B

3l
 -

 1
m

u_
ra

re
to

p 
- 

1

2−

1−

0

1

2
U

nc
er

ta
in

ty
 A

fte
r 

F
it

(a)

L
u

m
in

o
s
it
y

E
l.
 e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
E

l.
 e

n
e

rg
y
 s

c
a

le
, 

fa
s
t 

s
im

.
E

l.
 e

n
e

rg
y
 s

c
a

le
, 

fu
ll 

s
im

.

E
l.
 c

h
a

rg
e

 I
D

 e
ff

ic
ie

n
c
y
, 

s
ta

t.
 t

e
rm

E
l.
 c

h
a

rg
e

 I
D

 e
ff

ic
ie

n
c
y
, 

s
y
s
. 

te
rm

E
l.
 I

D
 e

ff
ic

ie
n

c
y

E
l.
 i
s
o

. 
e

ff
ic

ie
n

c
y

E
l.
 r

e
c
o

. 
e

ff
ic

ie
n

c
y

E
l.
 t

ri
g

. 
e

ff
ic

ie
n

c
y
 N

P
 1

E
l.
 t

ri
g

. 
e

ff
ic

ie
n

c
y
 N

P
 2

E
le

c
tr

o
n

 f
a

k
e

 f
a

c
to

r

M
u

o
n

 f
a

k
e

 f
a

c
to

r
F

la
v
o

u
r 

ta
g

g
in

g
 b

­j
e

t

F
la

v
o

u
r 

ta
g

g
in

g
 c

­j
e

t
F

la
v
o

u
r 

ta
g

g
in

g
 l
ig

h
t­

je
t

F
la

v
o

u
r 

ta
g

g
in

g
 e

x
tr

a
p

o
la

ti
o

n

F
la

v
o

u
r 

ta
g

g
in

g
 e

x
tr

a
p

o
la

ti
o

n
 f

ro
m

 c
­j
e

ts

J
e

t 
e

n
e

rg
y
 s

c
a

le
 o

f 
b

­j
e

ts
J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 1

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 2

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 3

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 4

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 5

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 6

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 7

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 8

 i
n

te
rc

a
lib

.,
 m

o
d

e
lli

n
g

η
J
e

t 

 i
n

te
rc

a
lib

.,
 h

ig
h

 E
η

J
e

t 

η
 i
n

te
rc

a
lib

.,
 n

e
g

. 
η

J
e

t 

η
 i
n

te
rc

a
lib

.,
 p

o
s
. 

η
J
e

t  i
n

te
rc

a
lib

.,
 s

ta
t.

 t
e

rm
η

J
e

t J
e

t 
fl
a

v
o

u
r 

c
o

m
p

o
s
it
io

n

J
e

t 
fl
a

v
o

u
r 

re
s
p

o
n

s
e

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 d

a
ta

 v
s
. 

fu
ll 

s
im

.

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 d

a
ta

 v
s
. 

fa
s
t 

s
im

.
J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 1

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 2

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 3

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 4

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 5

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 6

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 7

J
e

t 
J
V

T
 e

ff
ic

ie
n

c
y

 o
ff

s
e

t
µ

P
ile

­u
p

 j
e

ts
, 

P
ile

­u
p

 j
e

ts
, 

N
P

V
 o

ff
s
e

t
 t

e
rm

T
P

ile
­u

p
 j
e

ts
, 

p

 t
o

p
o

lo
g

y
ρ

P
ile

­u
p

 j
e

ts
, 

J
e

t 
p

u
n

c
h

­t
h

ro
u

g
h

, 
fa

s
t 

s
im

.

J
e

t 
p

u
n

c
h

­t
h

ro
u

g
h

, 
fu

ll 
s
im

.

J
e

t 
fa

s
t 

s
im

. 
re

la
ti
v
e

 n
o

n
­c

lo
s
u

re
 s

in
g

le
 p

a
rt

ic
le

s
 i
n

 j
e

ts
T

H
ig

h
­p

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 p

a
ra

. 
re

s
o

lu
ti
o

n

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 p

e
rp

. 
re

s
o

lu
ti
o

n

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 s

c
a

le

B
a

d
 m

u
o

n
 v

e
to

 e
ff

ic
ie

n
c
y

M
u

o
n

 i
s
o

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 i
s
o

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 r
e

c
o

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 r
e

c
o

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 T
T

V
A

, 
s
ta

t.
 t

e
rm

M
u

o
n

 T
T

V
A

, 
s
y
s
. 

te
rm

M
u

o
n

 t
ri
g

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 t
ri
g

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 I
D

 t
ra

c
k
 r

e
s
o

lu
ti
o

n

M
u

o
n

 M
S

 t
ra

c
k
 r

e
s
o

lu
ti
o

n
M

u
o

n
 s

a
g

it
a

 r
e

s
o

lu
ti
o

n
 N

P
 1

M
u

o
n

 s
a

g
it
a

 r
e

s
o

lu
ti
o

n
 N

P
 2

M
u

o
n

 m
o

m
e

n
tu

m
 s

c
a

le
P

ile
­u

p
 m

o
d

e
lli

n
g

T
H

E
O

R
Y

_
M

o
d

e
lli

n
g

_
N

J
e

t

D
ib

o
s
o

n
 P

D
F

 c
h

o
ic

e
D

ib
o

s
o

n
 P

D
F

 v
a

ri
a

ti
o

n
S

ig
n

a
l 
P

D
F

 v
a

ri
a

ti
o

n

D
ib

o
s
o

n
 Q

C
D

 s
c
a

le
S

ig
n

a
l 
Q

C
D

 s
c
a

le
T

H
E

O
R

Y
_

U
N

C
_

ra
re

to
p

m
u

_
D

B
3

l 
­ 

1
m

u
_

ra
re

to
p

 ­
 1

m
u

_
s
ig

n
a

l 
­ 

1

2−

1−

0

1

2

U
n
c
e
rt

a
in

ty
 A

ft
e
r 

F
it

(b)

Lu
m

in
os

ity
E

l. 
en

er
gy

 r
es

ol
ut

io
n

E
l. 

en
er

gy
 s

ca
le

, f
as

t s
im

.
E

l. 
en

er
gy

 s
ca

le
, f

ul
l s

im
.

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ta
t. 

te
rm

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ys
. t

er
m

E
l. 

ID
 e

ffi
ci

en
cy

E
l. 

is
o.

 e
ffi

ci
en

cy
E

l. 
re

co
. e

ffi
ci

en
cy

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 1

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 2

E
le

ct
ro

n 
fa

ke
 fa

ct
or

M
uo

n 
fa

ke
 fa

ct
or

F
la

vo
ur

 ta
gg

in
g 

b-
je

t
F

la
vo

ur
 ta

gg
in

g 
c-

je
t

F
la

vo
ur

 ta
gg

in
g 

lig
ht

-je
t

F
la

vo
ur

 ta
gg

in
g 

ex
tr

ap
ol

at
io

n
F

la
vo

ur
 ta

gg
in

g 
ex

tr
ap

ol
at

io
n 

fr
om

 c
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
of

 b
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
N

P
 1

Je
t e

ne
rg

y 
sc

al
e 

N
P

 2
Je

t e
ne

rg
y 

sc
al

e 
N

P
 3

Je
t e

ne
rg

y 
sc

al
e 

N
P

 4
Je

t e
ne

rg
y 

sc
al

e 
N

P
 5

Je
t e

ne
rg

y 
sc

al
e 

N
P

 6
Je

t e
ne

rg
y 

sc
al

e 
N

P
 7

Je
t e

ne
rg

y 
sc

al
e 

N
P

 8
 in

te
rc

al
ib

., 
m

od
el

lin
g

η
Je

t 
 in

te
rc

al
ib

., 
hi

gh
 E

η
Je

t 
η

 in
te

rc
al

ib
., 

ne
g.

 
η

Je
t 

η
 in

te
rc

al
ib

., 
po

s.
 

η
Je

t  in
te

rc
al

ib
., 

st
at

. t
er

m
η

Je
t Je

t f
la

vo
ur

 c
om

po
si

tio
n

Je
t f

la
vo

ur
 r

es
po

ns
e

Je
t e

ne
rg

y 
re

so
lu

tio
n 

da
ta

 v
s.

 fu
ll 

si
m

.
Je

t e
ne

rg
y 

re
so

lu
tio

n 
da

ta
 v

s.
 fa

st
 s

im
.

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 1
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 2

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 3
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 4

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 5
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 6

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 7
Je

t J
V

T
 e

ffi
ci

en
cy

 o
ffs

et
µ

P
ile

-u
p 

je
ts

, 
P

ile
-u

p 
je

ts
, N

P
V

 o
ffs

et
 te

rm
T

P
ile

-u
p 

je
ts

, p  to
po

lo
gy

ρ
P

ile
-u

p 
je

ts
, 

Je
t p

un
ch

-t
hr

ou
gh

, f
as

t s
im

.
Je

t p
un

ch
-t

hr
ou

gh
, f

ul
l s

im
.

Je
t f

as
t s

im
. r

el
at

iv
e 

no
n-

cl
os

ur
e

 s
in

gl
e 

pa
rt

ic
le

s 
in

 je
ts

T
H

ig
h-

p
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

pa
ra

. r
es

ol
ut

io
n

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
pe

rp
. r

es
ol

ut
io

n
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

sc
al

e
B

ad
 m

uo
n 

ve
to

 e
ffi

ci
en

cy
M

uo
n 

is
o.

 e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
is

o.
 e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

re
co

. e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
re

co
. e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

T
T

V
A

, s
ta

t. 
te

rm
M

uo
n 

T
T

V
A

, s
ys

. t
er

m
M

uo
n 

tr
ig

. e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
tr

ig
. e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

ID
 tr

ac
k 

re
so

lu
tio

n
M

uo
n 

M
S

 tr
ac

k 
re

so
lu

tio
n

M
uo

n 
sa

gi
ta

 r
es

ol
ut

io
n 

N
P

 1
M

uo
n 

sa
gi

ta
 r

es
ol

ut
io

n 
N

P
 2

M
uo

n 
m

om
en

tu
m

 s
ca

le
P

ile
-u

p 
m

od
el

lin
g

T
H

E
O

R
Y

_M
od

el
lin

g_
N

Je
t

D
ib

os
on

 P
D

F
 c

ho
ic

e
D

ib
os

on
 P

D
F

 v
ar

ia
tio

n
S

ig
na

l P
D

F
 v

ar
ia

tio
n

D
ib

os
on

 Q
C

D
 s

ca
le

S
ig

na
l Q

C
D

 s
ca

le
T

H
E

O
R

Y
_U

N
C

_r
ar

et
op

m
u_

D
B

3l
 -

 1
m

u_
ra

re
to

p 
- 

1
m

u_
si

gn
al

 -
 1

2−

1−

0

1

2

U
nc

er
ta

in
ty

 A
fte

r 
F

it

(c)

Figure A.24: Post-fit nuisance parameters of the background-only fit with real data in
control regions A.24a, exclusion fit with Asimov dataset A.24b and exclusion fit with real
data in both control and signal regions A.24c. These plots are related to the three-lepton
channel. 237
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Figure A.25: Impact of systematic uncertainties on µSIG constructed by fixing one nui-
sance parameter to its ±1σ variations at the time and minimizing the rest. In A.25a the
impact of the dominant systematic source and MC statistical uncertainty, in A.25b only
dominant systematic sources and gamma parameters corresponding to each bin in the
analysis regions. Pre-fit impact are shown with a yellow box, post-fit with a dashed blue
box while α with black points.These plots are related to three-lepton channel.
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Figure A.26: Expected and observed 95% CLs exclusion limits in the three-lepton channel
for the Type-III SeeSaw process with the corresponding one- and two-standard-deviation
uncertainty bands, showing the 95% CL upper limit on the cross-section. The theoretical
signal cross-section prediction, given by the NLO calculation, with its corresponding
uncertainty band is also shown.

239



Analysis details Results for separated channels

Lu
m

in
os

ity
E

l. 
en

er
gy

 r
es

ol
ut

io
n

E
l. 

en
er

gy
 s

ca
le

, f
ul

l s
im

.

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ta
t. 

te
rm

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ys
. t

er
m

E
l. 

ID
 e

ffi
ci

en
cy

E
l. 

is
o.

 e
ffi

ci
en

cy
E

l. 
re

co
. e

ffi
ci

en
cy

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 1

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 2

E
le

ct
ro

n 
fa

ke
 fa

ct
or

M
uo

n 
fa

ke
 fa

ct
or

F
la

vo
ur

 ta
gg

in
g 

b-
je

t

F
la

vo
ur

 ta
gg

in
g 

c-
je

t
F

la
vo

ur
 ta

gg
in

g 
lig

ht
-je

t
F

la
vo

ur
 ta

gg
in

g 
ex

tr
ap

ol
at

io
n

F
la

vo
ur

 ta
gg

in
g 

ex
tr

ap
ol

at
io

n 
fr

om
 c

-je
ts

Je
t e

ne
rg

y 
sc

al
e 

of
 b

-je
ts

Je
t e

ne
rg

y 
sc

al
e 

N
P

 1
Je

t e
ne

rg
y 

sc
al

e 
N

P
 2

Je
t e

ne
rg

y 
sc

al
e 

N
P

 3
Je

t e
ne

rg
y 

sc
al

e 
N

P
 4

Je
t e

ne
rg

y 
sc

al
e 

N
P

 5
Je

t e
ne

rg
y 

sc
al

e 
N

P
 6

Je
t e

ne
rg

y 
sc

al
e 

N
P

 7
Je

t e
ne

rg
y 

sc
al

e 
N

P
 8

 in
te

rc
al

ib
., 

m
od

el
lin

g
η

Je
t 

 in
te

rc
al

ib
., 

hi
gh

 E
η

Je
t 

η
 in

te
rc

al
ib

., 
ne

g.
 

η
Je

t 
η

 in
te

rc
al

ib
., 

po
s.

 
η

Je
t  in

te
rc

al
ib

., 
st

at
. t

er
m

η
Je

t Je
t f

la
vo

ur
 c

om
po

si
tio

n
Je

t f
la

vo
ur

 r
es

po
ns

e
Je

t e
ne

rg
y 

re
so

lu
tio

n 
da

ta
 v

s.
 fa

st
 s

im
.

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 1

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 2
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 3

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 4

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 5
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 6

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 7
Je

t J
V

T
 e

ffi
ci

en
cy

 o
ffs

et
µ

P
ile

-u
p 

je
ts

, 
P

ile
-u

p 
je

ts
, N

P
V

 o
ffs

et
 te

rm
T

P
ile

-u
p 

je
ts

, p  to
po

lo
gy

ρ
P

ile
-u

p 
je

ts
, 

Je
t p

un
ch

-t
hr

ou
gh

, f
ul

l s
im

.
 s

in
gl

e 
pa

rt
ic

le
s 

in
 je

ts
T

H
ig

h-
p

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
pa

ra
. r

es
ol

ut
io

n

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
pe

rp
. r

es
ol

ut
io

n
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

sc
al

e
B

ad
 m

uo
n 

ve
to

 e
ffi

ci
en

cy

M
uo

n 
is

o.
 e

ffi
ci

en
cy

, s
ta

t. 
te

rm
M

uo
n 

is
o.

 e
ffi

ci
en

cy
, s

ys
. t

er
m

M
uo

n 
re

co
. e

ffi
ci

en
cy

, s
ta

t. 
te

rm
M

uo
n 

re
co

. e
ffi

ci
en

cy
, s

ys
. t

er
m

M
uo

n 
T

T
V

A
, s

ta
t. 

te
rm

M
uo

n 
T

T
V

A
, s

ys
. t

er
m

M
uo

n 
tr

ig
. e

ffi
ci

en
cy

, s
ta

t. 
te

rm

M
uo

n 
tr

ig
. e

ffi
ci

en
cy

, s
ys

. t
er

m

M
uo

n 
ID

 tr
ac

k 
re

so
lu

tio
n

M
uo

n 
M

S
 tr

ac
k 

re
so

lu
tio

n
M

uo
n 

sa
gi

ta
 r

es
ol

ut
io

n 
N

P
 1

M
uo

n 
sa

gi
ta

 r
es

ol
ut

io
n 

N
P

 2

M
uo

n 
m

om
en

tu
m

 s
ca

le
P

ile
-u

p 
m

od
el

lin
g

D
ib

os
on

 P
D

F
 c

ho
ic

e
D

ib
os

on
 P

D
F

 v
ar

ia
tio

n
D

ib
os

on
 Q

C
D

 s
ca

le
T

H
E

O
R

Y
_U

N
C

_r
ar

et
op

m
u_

D
B

4l
 -

 1
m

u_
ra

re
to

p 
- 

1

2−

1−

0

1

2

U
nc

er
ta

in
ty

 A
fte

r 
F

it

(a)

L
u

m
in

o
s
it
y

E
l.
 e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
E

l.
 e

n
e

rg
y
 s

c
a

le
, 

fa
s
t 

s
im

.

E
l.
 e

n
e

rg
y
 s

c
a

le
, 

fu
ll 

s
im

.

E
l.
 c

h
a

rg
e

 I
D

 e
ff

ic
ie

n
c
y
, 

s
ta

t.
 t

e
rm

E
l.
 c

h
a

rg
e

 I
D

 e
ff

ic
ie

n
c
y
, 

s
y
s
. 

te
rm

E
l.
 I

D
 e

ff
ic

ie
n

c
y

E
l.
 i
s
o

. 
e

ff
ic

ie
n

c
y

E
l.
 r

e
c
o

. 
e

ff
ic

ie
n

c
y

E
l.
 t

ri
g

. 
e

ff
ic

ie
n

c
y
 N

P
 1

E
l.
 t

ri
g

. 
e

ff
ic

ie
n

c
y
 N

P
 2

E
le

c
tr

o
n

 f
a

k
e

 f
a

c
to

r

M
u

o
n

 f
a

k
e

 f
a

c
to

r
F

la
v
o

u
r 

ta
g

g
in

g
 b

­j
e

t

F
la

v
o

u
r 

ta
g

g
in

g
 c

­j
e

t

F
la

v
o

u
r 

ta
g

g
in

g
 l
ig

h
t­

je
t

F
la

v
o

u
r 

ta
g

g
in

g
 e

x
tr

a
p

o
la

ti
o

n

F
la

v
o

u
r 

ta
g

g
in

g
 e

x
tr

a
p

o
la

ti
o

n
 f

ro
m

 c
­j
e

ts

J
e

t 
e

n
e

rg
y
 s

c
a

le
 o

f 
b

­j
e

ts

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 1

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 2

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 3

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 4

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 5

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 6

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 7

J
e

t 
e

n
e

rg
y
 s

c
a

le
 N

P
 8

 i
n

te
rc

a
lib

.,
 m

o
d

e
lli

n
g

η
J
e

t 

 i
n

te
rc

a
lib

.,
 h

ig
h

 E
η

J
e

t 

η
 i
n

te
rc

a
lib

.,
 n

e
g

. 
η

J
e

t 

η
 i
n

te
rc

a
lib

.,
 p

o
s
. 

η
J
e

t  i
n

te
rc

a
lib

.,
 s

ta
t.

 t
e

rm
η

J
e

t J
e

t 
fl
a

v
o

u
r 

c
o

m
p

o
s
it
io

n

J
e

t 
fl
a

v
o

u
r 

re
s
p

o
n

s
e

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 d

a
ta

 v
s
. 

fu
ll 

s
im

.

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 d

a
ta

 v
s
. 

fa
s
t 

s
im

.

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 1

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 2

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 3

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 4

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 5

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 6

J
e

t 
e

n
e

rg
y
 r

e
s
o

lu
ti
o

n
 N

P
 7

J
e

t 
J
V

T
 e

ff
ic

ie
n

c
y

 o
ff

s
e

t
µ

P
ile

­u
p

 j
e

ts
, 

P
ile

­u
p

 j
e

ts
, 

N
P

V
 o

ff
s
e

t
 t

e
rm

T
P

ile
­u

p
 j
e

ts
, 

p

 t
o

p
o

lo
g

y
ρ

P
ile

­u
p

 j
e

ts
, 

J
e

t 
p

u
n

c
h

­t
h

ro
u

g
h

, 
fa

s
t 

s
im

.

J
e

t 
p

u
n

c
h

­t
h

ro
u

g
h

, 
fu

ll 
s
im

.

J
e

t 
fa

s
t 

s
im

. 
re

la
ti
v
e

 n
o

n
­c

lo
s
u

re
 s

in
g

le
 p

a
rt

ic
le

s
 i
n

 j
e

ts
T

H
ig

h
­p

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 p

a
ra

. 
re

s
o

lu
ti
o

n

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 p

e
rp

. 
re

s
o

lu
ti
o

n

M
is

s
in

g
 t

ra
n

s
v
e

rs
e

 e
n

e
rg

y
 s

c
a

le

B
a

d
 m

u
o

n
 v

e
to

 e
ff

ic
ie

n
c
y

M
u

o
n

 i
s
o

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 i
s
o

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 r
e

c
o

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 r
e

c
o

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 T
T

V
A

, 
s
ta

t.
 t

e
rm

M
u

o
n

 T
T

V
A

, 
s
y
s
. 

te
rm

M
u

o
n

 t
ri
g

. 
e

ff
ic

ie
n

c
y
, 

s
ta

t.
 t

e
rm

M
u

o
n

 t
ri
g

. 
e

ff
ic

ie
n

c
y
, 

s
y
s
. 

te
rm

M
u

o
n

 I
D

 t
ra

c
k
 r

e
s
o

lu
ti
o

n

M
u

o
n

 M
S

 t
ra

c
k
 r

e
s
o

lu
ti
o

n
M

u
o

n
 s

a
g

it
a

 r
e

s
o

lu
ti
o

n
 N

P
 1

M
u

o
n

 s
a

g
it
a

 r
e

s
o

lu
ti
o

n
 N

P
 2

M
u

o
n

 m
o

m
e

n
tu

m
 s

c
a

le
P

ile
­u

p
 m

o
d

e
lli

n
g

D
ib

o
s
o

n
 P

D
F

 c
h

o
ic

e

D
ib

o
s
o

n
 P

D
F

 v
a

ri
a

ti
o

n
S

ig
n

a
l 
P

D
F

 v
a

ri
a

ti
o

n

D
ib

o
s
o

n
 Q

C
D

 s
c
a

le
S

ig
n

a
l 
Q

C
D

 s
c
a

le

T
H

E
O

R
Y

_
U

N
C

_
ra

re
to

p

m
u

_
D

B
4

l 
­ 

1
m

u
_

ra
re

to
p

 ­
 1

m
u

_
s
ig

n
a

l 
­ 

1

2−

1−

0

1

2

U
n
c
e
rt

a
in

ty
 A

ft
e
r 

F
it

(b)

Lu
m

in
os

ity
E

l. 
en

er
gy

 r
es

ol
ut

io
n

E
l. 

en
er

gy
 s

ca
le

, f
as

t s
im

.
E

l. 
en

er
gy

 s
ca

le
, f

ul
l s

im
.

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ta
t. 

te
rm

E
l. 

ch
ar

ge
 ID

 e
ffi

ci
en

cy
, s

ys
. t

er
m

E
l. 

ID
 e

ffi
ci

en
cy

E
l. 

is
o.

 e
ffi

ci
en

cy
E

l. 
re

co
. e

ffi
ci

en
cy

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 1

E
l. 

tr
ig

. e
ffi

ci
en

cy
 N

P
 2

E
le

ct
ro

n 
fa

ke
 fa

ct
or

M
uo

n 
fa

ke
 fa

ct
or

F
la

vo
ur

 ta
gg

in
g 

b-
je

t
F

la
vo

ur
 ta

gg
in

g 
c-

je
t

F
la

vo
ur

 ta
gg

in
g 

lig
ht

-je
t

F
la

vo
ur

 ta
gg

in
g 

ex
tr

ap
ol

at
io

n
F

la
vo

ur
 ta

gg
in

g 
ex

tr
ap

ol
at

io
n 

fr
om

 c
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
of

 b
-je

ts
Je

t e
ne

rg
y 

sc
al

e 
N

P
 1

Je
t e

ne
rg

y 
sc

al
e 

N
P

 2
Je

t e
ne

rg
y 

sc
al

e 
N

P
 3

Je
t e

ne
rg

y 
sc

al
e 

N
P

 4
Je

t e
ne

rg
y 

sc
al

e 
N

P
 5

Je
t e

ne
rg

y 
sc

al
e 

N
P

 6
Je

t e
ne

rg
y 

sc
al

e 
N

P
 7

Je
t e

ne
rg

y 
sc

al
e 

N
P

 8
 in

te
rc

al
ib

., 
m

od
el

lin
g

η
Je

t 
 in

te
rc

al
ib

., 
hi

gh
 E

η
Je

t 
η

 in
te

rc
al

ib
., 

ne
g.

 
η

Je
t 

η
 in

te
rc

al
ib

., 
po

s.
 

η
Je

t  in
te

rc
al

ib
., 

st
at

. t
er

m
η

Je
t Je

t f
la

vo
ur

 c
om

po
si

tio
n

Je
t f

la
vo

ur
 r

es
po

ns
e

Je
t e

ne
rg

y 
re

so
lu

tio
n 

da
ta

 v
s.

 fu
ll 

si
m

.
Je

t e
ne

rg
y 

re
so

lu
tio

n 
da

ta
 v

s.
 fa

st
 s

im
.

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 1
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 2

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 3
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 4

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 5
Je

t e
ne

rg
y 

re
so

lu
tio

n 
N

P
 6

Je
t e

ne
rg

y 
re

so
lu

tio
n 

N
P

 7
Je

t J
V

T
 e

ffi
ci

en
cy

 o
ffs

et
µ

P
ile

-u
p 

je
ts

, 
P

ile
-u

p 
je

ts
, N

P
V

 o
ffs

et
 te

rm
T

P
ile

-u
p 

je
ts

, p  to
po

lo
gy

ρ
P

ile
-u

p 
je

ts
, 

Je
t p

un
ch

-t
hr

ou
gh

, f
as

t s
im

.
Je

t p
un

ch
-t

hr
ou

gh
, f

ul
l s

im
.

Je
t f

as
t s

im
. r

el
at

iv
e 

no
n-

cl
os

ur
e

 s
in

gl
e 

pa
rt

ic
le

s 
in

 je
ts

T
H

ig
h-

p
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

pa
ra

. r
es

ol
ut

io
n

M
is

si
ng

 tr
an

sv
er

se
 e

ne
rg

y 
pe

rp
. r

es
ol

ut
io

n
M

is
si

ng
 tr

an
sv

er
se

 e
ne

rg
y 

sc
al

e
B

ad
 m

uo
n 

ve
to

 e
ffi

ci
en

cy
M

uo
n 

is
o.

 e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
is

o.
 e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

re
co

. e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
re

co
. e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

T
T

V
A

, s
ta

t. 
te

rm
M

uo
n 

T
T

V
A

, s
ys

. t
er

m
M

uo
n 

tr
ig

. e
ffi

ci
en

cy
, s

ta
t. 

te
rm

M
uo

n 
tr

ig
. e

ffi
ci

en
cy

, s
ys

. t
er

m
M

uo
n 

ID
 tr

ac
k 

re
so

lu
tio

n
M

uo
n 

M
S

 tr
ac

k 
re

so
lu

tio
n

M
uo

n 
sa

gi
ta

 r
es

ol
ut

io
n 

N
P

 1
M

uo
n 

sa
gi

ta
 r

es
ol

ut
io

n 
N

P
 2

M
uo

n 
m

om
en

tu
m

 s
ca

le
P

ile
-u

p 
m

od
el

lin
g

D
ib

os
on

 P
D

F
 c

ho
ic

e
D

ib
os

on
 P

D
F

 v
ar

ia
tio

n
S

ig
na

l P
D

F
 v

ar
ia

tio
n

D
ib

os
on

 Q
C

D
 s

ca
le

S
ig

na
l Q

C
D

 s
ca

le
T

H
E

O
R

Y
_U

N
C

_r
ar

et
op

m
u_

D
B

4l
 -

 1
m

u_
ra

re
to

p 
- 

1
m

u_
si

gn
al

 -
 1

2−

1−

0

1

2

U
nc

er
ta

in
ty

 A
fte

r 
F

it

(c)

Figure A.27: Post-fit nuisance parameters of the background-only fit with real data in
control regions A.24a, exclusion fit with Asimov dataset A.24b and exclusion fit with real
data in both control and signal regions A.24c. These plots are related to the four-lepton
channel. 240
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Figure A.28: Impact of systematic uncertainties on µSIG constructed by fixing one nui-
sance parameter to its ±1σ variations at the time and minimizing the rest. In A.28a the
impact of the dominant systematic source and MC statistical uncertainty, in A.28b only
dominant systematic sources and gamma parameters corresponding to each bin in the
analysis regions. Pre-fit impact are shown with a yellow box, post-fit with a dashed blue
box while α with black points.These plots are related to four-lepton channel.
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Figure A.29: Expected and observed 95% CLs exclusion limits in the four-lepton channel
for the Type-III SeeSaw process with the corresponding one- and two-standard-deviation
uncertainty bands, showing the 95% CL upper limit on the cross-section. The theoretical
signal cross-section prediction, given by the NLO calculation, with its corresponding
uncertainty band is also shown.This plot is related to the four-lepton channel.
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A.6 Signal regions post-fit distributions Dilepton
channel

In this Appendix the post-fit SRs distributions for the two-lepton plus two jets
analysis are shown:

• Opposite-Sign Signal Regions in Figure A.30;

• Same-Sign Signal Regions in Figure A.30.
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Figure A.30: Distributions of HT + Emiss
T in opposite-sign signal regions, namely a the

electron–electron signal region, b the electron–muon signal region, and c the muon–
muon signal region after the background-only fit. The hatched bands include all sys-
tematic uncertainties post-fit with the correlations between various sources taken into
account. Errors on data are statistical only. The lower panel shows the ratio of the ob-
served data to the estimated SM background [36].
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Figure A.31: Distributions of HT + Emiss
T in same-sign signal regions, namely a the

electron–electron signal region, b the electron–muon signal region, and c the muon–
muon signal region after the background-only. The hatched bands include all systematic
uncertainties post-fit with the correlations between various sources taken into account.
Errors on data are statistical only. The lower panel shows the ratio of the observed data
to the estimated SM background [36].
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A.7 Pull and ranking plots, and exclusion limit
with toys for the combinedfitwith two-, three-
and four-lepton channels

In this Appendix are shown the pull, in Figure A.32, and the ranking plots, in
Figure A.33, for the combination of the two-, three- and four lepton channels.

Some NPs are a bit pulled, mainly related to the jets and tt̄ backgrounds.
As clear looking at the Appendix A.5 and the Figures in 5.53, the main source
of these pulled NPs is the two-lepton plus two jets channel, while the three- and
four-lepton channels cause the deviation of the electron charge ID efficiency sys-
tematic.

Toys are also used to check the sensitivity of the analysis increasing the number
of events during the fit procedure with a frequentist approach. The final results
is consistent with the asymptotic calculation showing, in Figure A.34, the same
expected and observed limit with uncertainty bands reduced due to the larger
statistic.
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Figure A.32: Post-fit nuisance parameters of the background-only fit with real data in
control regions A.32a, exclusion fit with Asimov dataset A.32b and exclusion fit with real
data in both control and signal regions A.32c. These plots are related to the combination
of two-, three- and four-lepton channels. 247
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Δ
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Figure A.33: Impact of systematic uncertainties on µSIG constructed by fixing one nui-
sance parameter to its ±1σ variations at the time and minimizing the rest. In A.33a the
impact of the dominant systematic source and MC statistical uncertainty, in A.33b also
gamma parameters corresponding to each bin in the analysis regions are added. Pre-
fit impact are shown with a yellow box, post-fit with a dashed blue box while α with
black points.These plots are related to the combination of two-, three- and four-lepton
channels.
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Pull and ranking plots, and exclusion limit with toys for the combined
fit with two-, three- and four-lepton channels Analysis details

Figure A.34: Comparison of expected and observed 95% CLs exclusion limits using toys
with a frequentist approach and the standard asymptotic formulae. Toys are overlaid
with observed and expected limit in blue and uncertainty bands in pink and violet
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Appendix B

The LUCID Detector

B.1 Luminosity Measurement . . . . . . . . . . . . . . . . . . . . 252

B.2 The LUCID-2 Detector . . . . . . . . . . . . . . . . . . . . . . 256

B.2.1 The LUCID-2 Design . . . . . . . . . . . . . . . . . . 257

B.2.2 The Calibration System . . . . . . . . . . . . . . . . . 259

B.2.3 LUCID Electronics . . . . . . . . . . . . . . . . . . . 262

B.2.4 LUCID-3 Test and Installation . . . . . . . . . . . . . 265

B.3 LUCID-3 Design . . . . . . . . . . . . . . . . . . . . . . . . . 268

B.4 LUCID Simulations . . . . . . . . . . . . . . . . . . . . . . . . 270

B.5 Conclusions and perspectives . . . . . . . . . . . . . . . . . . 274

Luminosity is a fundamental parameter since it reflects the capability of a col-
lider to produce a significant statistical sample of rare events. A reliable and
precise measurement of the luminosity is necessary both for beam and perfor-
mance monitoring purpose and for offline analysis. The uncertainty on lumi-
nosity measurement represents the largest systematic uncertainty in many SM
physics analyses and for this reason it is required to be kept at the order of few
%, while, on the other side, searches for new physics phenomena beyond the SM
also rely on accurate information about the delivered and collected luminosity.

The ATLAS approach is redundant, exploiting several detectors and multiple al-
gorithms, to increase the precision of the luminositymeasurements and correctly
estimate the related systematic uncertainty.
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The LUCID Detector Luminosity Measurement

Since 2015, LUCID (LUminosity measurements using Cherenkov Integrating
Detectors) is the reference detector for offline and online ATLAS luminosity mea-
surements. In this Appendix, the description of the detector is presented. The
upgraded design for the future Run 3 and Run 4 will be described also as an
important part of my activity on the simulation and technical work side.

B.1 Luminosity Measurement
A description of the LHC main features is given in Section 2.1, together with the
definition of the luminosity in terms of the collider parameters. The luminosity
can be also re-written as function of the average number of inelastic interactions
per bunch crossing

(
µinel

)
(called pile-up parameter):

L = µinelfrnb

σinel (B.1)

where fr is the beam-revolution frequency, nb number of bunches and σinel the
pp inelastic cross-section.

Any luminosity detector can only measure a relative µ parameter, called µvis,
connected to the inelastic µ parameter by the detector acceptance and efficiency:
µvis = εµinel. The Equation B.1 can then be re-written as:

L = µinelfrnb

σinel = µvisfrnb

εσinel = µvisfrnb

σvis (B.2)

where σvis is the calibration constant measured through dedicated LHC runs,
called van der Meer scans. A van der Meer scan is a general calibration method,
performed in a beam-separation scan, where the absolute luminosity can be in-
ferred from direct measurements of beam parameters, through the relation [179]:

L = nbfrn1n2

2πΣxΣy

. (B.3)

Under the assumption of Gaussian beams, Σx (Σy) corresponds to the standard
deviations σx (σy) of the horizontal (vertical) distribution.

Luminosity Algorithms

Looking at the Equation B.1, the instantaneous luminosity can be clearly deter-
mined measuring the ratio µinel

σinel or µvis

σvis . Since µ follows the beam degradation
formula L = L · e−t/τ , the luminosity is evaluated in short time periods, called
Luminosity Blocks (LB), in which it can be considered constant [217]. In ATLAS
this time interval is about 60 s. Several methods for luminosity measurement can
be used:
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• Event counting algorithms are based on the determination of bunch cross-
ing fraction in which a detector registers an event satisfying a given se-
lection criterion required to observe one or more interactions. Those al-
gorithms are mainly divided into EventOR (inclusive counting) and Even-
tAND (coincidence counting);

• Hit counting algorithms count the number of signals above a certain thresh-
old (a hit) in a set of electronic channels of a luminosity detector;

• Particle counting algorithms are based on the measurement of quantities
proportional to the instantaneous particle flux in the detector (such as
number of tracks, energy deposits in the calorimeter).

Once the absolute calibration constant σvis is determined, to measure the lumi-
nosity L within each LB, the µvis value is needed. Two assumptions must be
valid to perform this estimation:

1. the number of pp interactions follows a Poissonian statistics;

2. the efficiency ε1 to detect a single inelastic pp interaction is independent
of the number of interactions which occur in the same bunch crossing.

Then, the efficiency for detecting n interactions in the same bunch crossing is:

εn = 1 − (1 − ε1)n . (B.4)

Most of the luminosity detectors consist of two symmetric arms with respect
to the interaction point, in order to perform coincidence counting. In ATLAS,
Forwards and Backwards sides are labelled “A” and “C”, respectively. According
to the request on the hits recorded in the two sides, two different categories of
Event counting algorithms can be used.

In the case of the EventOR class, a bunch crossing is counted if at least one
hit is observed in either A and B side. Under the Poissonian assumption, the
probability to observe an (OR) event can be computed as:

PEventOR
(
µOR

vis

)
= NOR

NBC
= 1 − e−µOR

vis (B.5)

where µOR
vis = µεOR being εOR the single interaction detection efficiency of the

detector, NOR is the number of bunch crossings in a certain LB in which at least
one pp interaction satisfies the event-selection requirement for the OR algorithm,
and NBC is the total number of bunch crossings, during the same interval.
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Solving the Equation in B.5 for µOR
vis , it returns:

µOR
vis = − ln

(
1 − NOR

NBC

)
. (B.6)

Event-OR algorithms can be single-side or double-side, if they distinguish or not
between the detector sides in which the hit is detected.

In the case of EventAND algorithm (coincidence method), a bunch crossing will
be counted if there is at least one hit on both the A or C side of the detector,
a condition that can be satisfied from both single pp interaction or different pp
interactions occurring in the same bunch crossing. Considering an equal accep-
tance in both the detector sides, the probability of recording a coincidence event
can be expressed as:

PEventAND
(
µAND

vis

)
= NAND

NBC

= 1 − 2e−
(

1+σOR
vis /σAND

vis
)

µAND
vis /2 + e−

(
σOR

vis /σAND
vis

)
µAND

vis . (B.7)

This relationship cannot be inverted analytically to determine µAND
vis as a function

of NAND/NBC, then a numerical inversion has to be performed.
Event counting algorithms loose their sensitivity for µvis � 1 due to the ab-

sence of bunch-crossings with the observed interactions on a LB (NOR = NBC)
leading to the failure of Equation B.6. This effect is called algorithm saturation.
Different algorithms must be used should this limit be reached. Hit-counting
algorithms are a reliable option. In Hit-counting algorithms, a new set of as-
sumptions must be considered: the number of hits in one pp interaction follows
a Binomial distribution while the number of interactions per bunch crossing the
Poisson one. Then, the probability to have a hit per bunch crossing is calculated
as:

PHIT
(
µHIT

vis

)
= NHIT

NBCNCH
= 1 − e−µHIT

vis , (B.8)

where NHIT and NBC are the total number of hits and bunch crossings in a LB,
respectively, and NCH is the number of detector channels, each having an inde-
pendent probability to record a hit. The mean number of interactions µvis can be
calculated by the following expression:

µHIT
vis = − ln

(
1 − NHIT

NBCNCH

)
. (B.9)

Online and Offline Luminosity

LUCID provides luminosity information for machine tuning independently f the
ATLAS detector state (meaning also when ATLAS is not taking data). The calcu-
lation and publication of instantaneous luminosity measurements are provided
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by the ATLAS Luminosity Calculator (OLC) analysing raw data (such as hits and
event counts), with a frequency of about 0.5 Hz for fast feedback on accelera-
tor tuning. The OLC gives also information on the number of colliding bunches,
number of LHC orbits in the LB and finally it determines µ and luminosity. Due
to the short time interval allowed for online luminosity calculation, no back-
ground subtraction is performed. The Bunch Crossing IDentifier (BCID) is the
detector main time unit, that identifies each bunch of protons from 0 to 3564.
The LUCID detector is the only one able to provide BCID luminosity for each LB,
as well as per BCID LB-averaged, as shown in Figure B.1. The OLC calculates
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Figure B.1: Measured pile-up parameter µ as a function of the bunch-crossing number
averaged over the duration of the run, in a physics fill in 2016. The plot shows more
than 3 orders of magnitude between the µ measured in colliding BCIDs (upper points)
and the background in the non-colliding BCIDs (lower points) [218].

the bunch-integrated luminosity using the following sum over all the colliding
BCIDs:

L =
∑

i∈BCID

µvis
i fr

σvis
. (B.10)

The offline analysis uses the same algorithms for the online measurement, with
the possibility to perform background subtraction and update with a more pre-
cise calibration constants (σvis) and offline corrections, when available.
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B.2 The LUCID-2 Detector
Among all the sub-detectors installed in ATLAS, LUCID is the only one entirely
dedicated to luminosity measurements. The LUCID-1 [219] was installed in 2008
and was used by the ATLAS Experiment as the main luminosity detector for Run
1 (2009-2010) and in combination with other detectors in the period 2011-2013.

It consisted of two stations placed symmetrically with respect to the IP (side
A and side C), at a distance from the beam axis of z = 17 m. Each station con-
sisted in twenty 150 cm long Cherenkov detectors mostly made of aluminium
tubes with 14 mm diameter, pointing towards the interaction region, filled with
a radiation gas C4F10, and read-out by photomultiplier PMTs. This first LUCID
detector was designed to measure luminosity with a 5% precision up to a µ ≤
10. Due to the increased µ values up to 20 in 2011, the migration effects [179]
were observed leading to more linearity with µ and spoiling the luminosity de-
termination. On the other hand, it was observed that particles crossing only the
PMT quartz windows (1.2 mm deep thick) produced enough Cherenkov light to
have sizeable signal and less affected by migration. For these reasons, LUCID-1
operated without gas for the 2011 and 2012 operations.

In this way the foundations for the future LUCID-2 were laid. A new com-
plete design was needed in vie of LHC Run 2 (2015-2018) due to the following
motivations:

• In Run 2 the instantaneous luminosity increased by almost a factor of 3,
causing a larger expected pile-up with a consequent increase of non lin-
earity due to migration. In addition, as already explained before, some
event-counting algorithms were close to saturation or already saturated in
Run 1 operations;

• The LHCbeampipematerial was changed from stainless steel to aluminium
and Monte Carlo simulations showed an expected increase in the particle
fluxes in LUCID by a factor ∼ 4, with an impact on luminosity algorithm
saturation;

• The bunch spacing was halved from 50 ns to 25 ns.

To fulfil the new physical requirements, during the long shutdown in the
period 2013 and 2015, the LUCID-1 has been removed to built and install the
new LUCID-2 detector [220]. The first two problems described abovewere solved
reducing the acceptance of the detector by using PMTs with a smaller diameter
(from 15 mm to 10 mm). The third effect, related to the data taking condition,
was solved with by developing a new electronic system (the LUCROD board)
composed by a set of VME boards to digitize the signals close to the detector
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to optimize discriminator performances and avoid distortions of analog signals
from the PMTs.

B.2.1 The LUCID-2 Design
LUCID-2 consists in two modules on either side of the interaction point at about
17 meter from it, named A and C corresponding to the two ATLAS sides, placed
symmetrically around the beam pipe. Each module is installed on a carbon fibre
cylindrical support tube surrounding the LHC beam-pipe, at a radial distance
of about 10 cm from it. In Figure B.2, a sketch of one LUCID-2 module using
the 2016 configuration is illustrated. Two active detector groups are shown: the
PMT detector and the Fiber detector. The first one is composed of four groups of

Figure B.2: View of one of the two LUCID-2 detector modules using the 2016 configura-
tion, with its main component highlighted [179].

4 PMTs per side, for a total of 16 Hamamatsu R760 photomultipliers, acting like
independent detectors. Each group is composed by four different types of PMTs,
as shown in Figure B.4:

• Bi-detector: 4 PMTs with quartz window acting as Cherenkov medium,
with a diameter of 10 mm and equipped with a small amount of radioactive
source, liquid 207Bi, for gain monitoring (described in Section B.2.2);

• LED-detector: similar to the Bi-detector but calibrated with LED signals;
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• Modified-detector (MOD): 4 PMTs with a reduced acceptance (7 mm in-
stead of 10 mm) obtained trough the deposition of a thin aluminium ring
in order to mask a part of the photo-cathode (see Figure B.3);

• SPARE-detector, containing PMTs with a radius of 10 mm, which is identi-
cal to the LED-detector but not turned on. The PMTs were used as spares
in case of malfunctioning of the main ones.

Figure B.3: Photo of a modified Hamamatsu photomultiplier. The acceptance of the
photo-cathode has been reduced by a thin aluminium layer on the window [179].

During the 2015 data-taking period, it was clear that the 207Bi system guaranteed
a gain stability at 1% while the LED system at 10% and the photomultipliers in
the SPARE sub-detector were therefore equipped with 207Bi at the start of 2016,
while the LED andMODIFIED detectors were likewise equipped with 207Bi at the
start of 2017. Eventually all PMTs were monitored with the radioactive source.

The Fiber-detector exploits four bundles of quartz fiber used as a Cherenkov
medium, read out by a set of four PMTs located in a lower radiation area. For
gain monitoring, the subsystem is connected to a LED and a Laser systems, while
the read out is provided by PMTs of the same type as the PMT detector. For the
fiber-detector the LED system was kept also after the 2015 data-taking.

Given the quartz windows with a thickness of 1.2 mm, the Cherenkov kinetic
energy threshold in the LUCID-2 is about 175 keV .Charged particles crossing
the quartz produce light, which is converted in the PMT cathode in an elec-
tric signal (current) and then amplified by the dynode chain with a certain gain
(G ∼ 105). At the end of this process, a measurable signal is produced and
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Figure B.4: The left drawing shows the LUCID support cylinder with the four quartz
bundles at the back and the 16 photomultipliers at the front. The right drawing shows
the support and cooling structure of the photomultipliers, with also the different PMTs
types [179].

elaborated in the readout electronics (see Section B.2.3). For the quartz fiber an
analogous mechanism occurs, acting as Cherenkov radiator for charged particles
and as light-guide for the Cherenkov light. The number of generated Cherenkov
photons depends on the property of the incident charged particle following the
Frank-Tamm formula [221], and it is consequently transformed into the number
of photoelectrons (named p.e.). A hit is defined when the number of photoelec-
trons recorded in the event is larger than a given threshold, which is chosen in
such a way to separate signal from noise and background, as shown in Figure
B.5. A threshold of 15 p.e. was chosen resulting from previous considerations.

B.2.2 The Calibration System

An important part of the luminosity measurements is the monitoring of the gain
stability and ageing, both affecting the PMTs during the data taking. Three kinds
of calibration systems were developed, each exploiting a different technique and
applied to a different set of PMTs. At the beginning, 4 + 4 PMTs were equipped
with 207Bi radioactive sources producing internal conversion electrons (1 MeV
) above the Cherenkov threshold in the quartz windows, while 16 +16 were fed
with both LED and laser light, carried by quartz optical fibers. Figure B.6 shows
a schematic view of the two systems for one detector module in 2015.

These calibrations are performed at the of each LHC fill, since the gain is
found to be lower up to 5% due to the charge produced in the dynode chain.
A change of 5% in gain reflects in a 1% change in the luminosity measured by
hit-algorithms and in a 5% change for the charge-algorithms.
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Figure B.5: Typical photoelectron distribution obtained from a PMT in single pp colli-
sions at different center of mass energies (8 and 14 TeV ) and for different diameter of
the PMT window (14 mm, 10 mm, 5 mm, 3 mm) [179].

Figure B.6: Schematic view of the LUCID-2 relative calibration system for one detector
module in 2015 [179].

The LUCID-2 calibration system is mainly based on the 207Bi sources which
is completely new and it was used for the first time in LUCID. The radioac-
tive source produces electrons from about 500 keV up to 1 MeV , all above the
Cherenkov threshold, but only electrons above 900 keV can penetrate the full
quartz window before being stopped. 207Bi is directly deposited on the PMT
window avoiding degradation of the optical fibers transporting light. Figure B.7
shows the similar amplitude spectra of electrons produced by the 207Bi source
and the signal from LHC interactions, which is a very important feature for the
calibration step. A peak in the distributions is clearly visible, whose value de-
pends on the PMT gain and needs to be stable since it is used to monitor the gain
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stability and with a precision of few percent and to calibrate the PMT. This peak
does not follow the electron monochromatic emission due to the path travelled
by electrons inside the PMT quartz window causing a certain width in the 207Bi
spectrum. Figure B.8b shows the variation in percent of the mean charge value
as a function of time for the year 2016. With the calibration procedure, the mean
charge was kept constant over the whole running period of several months. Af-
ter long LHC fills the charge can decrease up to 5% but it is recovered by the
high-voltage adjustments.
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Figure B.7: Amplitude spectrum of LUCID photomultiplier recorded in a 13 TeV run
(blue) and of 207Bi internal conversion electron in a calibration run (red) [222].

The LED signals provide calibrations for PMTs which do not use the radioac-
tive source. The LED are pulsed at the LHC orbit frequency of about 11 kHz and
can produce large signals in the photomultiplier. An automatic correction on
the PMT high-voltage is performed by looking at the mean value of the ampli-
tude and the charge of the signals collected during calibration runs. The LED
stability is monitored by PIN-diodes, as well as possible light fluctuations, en-
suring the correction of the observed signals in the PMT. Since the PIN-diode
is less sensitive to the LED light with respect to the PMTs, it is placed in front
of the LED source. The produced light is transported to all photomultipliers via
4.5 m long, 240 µm diameter quartz fibers. Several tests for radiation damage
were performed via irradiation with neutrons and gammas at doses equivalent
to those expected after 2 years of LHC exposure. Figure B.8a shows the LED
light stability monitored by a PIN-diode as a function of time in 2016. An initial
drop of about 4% is present, with a consequently good stability for the rest of the
data-taking period. Fiber connectors are used to connect LED fibers to the front
of the PMTs. During the data acquisition, the activation of the material induced
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by the large particle fluxes caused a source of background coming from these
connectors, which is absent in the 207Bi-calibrated PMTs.

A similar approach is used for the laser calibration. In this case, laser light
is provided by the ATLAS Tile calorimeter calibration system [223] with also a
monitoring of the light stability. The PIN-diode monitoring is not needed for this
purpose. Since the laser light is collimated, contrary to the LED one, a cylindrical
diffuser was designed to distribute the light to all PMTs. It is used to connect the
single larger fiber coming from the laser source to a bundle of smaller fibers going
to PMTs. To have a homogeneous illumination among PMTs, two fibers for each
PMT are used: one placed in the peripheral part of the bundle and one in the
more central part.

(a) (b)

Figure B.8: Figure B.8a shows the variation in percent of the measured mean charge
relative a reference run for the LED calibration signal, while in Figure B.8b the 207Bi
source is considered [179].

Starting from the 2017 data taking, only photomultipliers in the FIBER de-
tector have been calibrated with laser or LED signals, while for the other the
207Bi-based calibration system has been used.

B.2.3 LUCID Electronics
The electronic system of the LUCID-2 is composed by four (two per side) custom-
made VME boards, called LUcid ReadOut Driver (LUCROD), as shown in Figure
B.9. These boards were fully designed in the Electronic Laboratories of the INFN
Bologna Unit. The readout boards were placed close to the detectors in the exper-
imental cavern in order to reduce the path of the analog signals from the PMTs
and cope with the 25 ns bunch separation time. The LUCRODs were in fact
placed only 15 m away from the PMTs, to minimize PMT signal distortion and
broadening, and the cables connecting the electronics with the photomultipliers
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Figure B.9: Block diagram of the electronics for the LUCID-2 detector [179].

are thick and fast high-performance cables so that the signals do not deterio-
rate before being digitized preserving also the original shape of the signal and
avoiding pole-zero compensation circuity. Due to the position of the LUCRODs,
close to the PMTs, they are not accessible during LHC run periods. A dedicated
firmware has been developed to allow reloading and problem solving without
intervention, a feature necessary to recover from Single Event Upset (SEU) oc-
curring at a typical rate of few cases per week.

Two different boards, called LUMAT, are positioned in the electronics cavern
and receive hit patterns from the LUCROD boards over a 100m optical fiber. They
perform coincidence algorithms synchronizing and combining side A and side C
hits. Both the LUCROD and the LUMAT board cumulate hits and events (the
LUCROD integrates charges as well) over LB periods, with BCID granularity, on
internal FIFOs (First In First Out) that are read via VME interface by the TDAQ
software at the end of each integration period. LUCROD only can also integrate
charge used as additional luminosity algorithm.

LUCROD Board

TheLUCROD board is a custom 9U VME board which features 16 lemo analog in-
puts, each one associated with one of the installed PMTs, 16 lemo analog outputs
amplifying the signal of the inputs, four lemo digital I/O channels for triggering
and debugging purposes, a TTCrq1 to receive external synchronization signals
and optical transceivers to deliver digital information to the LUMAT. Exploit-
ing the TTCrq, the LUCROD internal clock can be aligned with the ATLAS 40

1Amezzanine card developed by the CERNmicroelectronics group to handle Timing, Trigger
and Control systems for the LHC.
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MHz main clock. Each LUCROD input is pre-amplified by a programmable fac-
tor (with a gain of up to a factor of 16), and digitized by a 320 MHz FADC (Flash
Analog-to-Digital Converter) with a 12-bit resolution for a 1.5 V dynamic range.
Each LUCROD board hosts one group of eight channel FPGAs and another group
of two main FPGAs. The first one is directly connected to the inputs, each re-
ceiving the digitized data of two channels. The digitized inputs are summed over
the time window of a BCID period (8 clock samples, corresponding to 25 ns),
to provide charge information, and are compared to a programmable threshold
to identify hits. While information for both charge and hits are accumulated
in 3564-slot FIFOs (the depth corresponds to an LHC orbit), 64 samples of the
digitized waveforms are made available for VME readout upon the presence of
a trigger, selectable between a programmable portion of the LHC orbit, or the
presence of a hit. This slow VME readout is used during data-taking to provide a
monitoring data stream, representing a hardware sampling of each PMT wave-
form. The second set of two FPGAs, receive charge and hits from a selectable
combination of inputs, in order to provide hit sums, charge sums and events
sums per BCID basis, where an event is selected if it has at least a hit in the
bunch-crossing. In addition, they transmit hits to the output transceiver that
feeds optical fibers connected to the LUMAT board.

LUMAT Board

The LUMAT boards are 9U VME boards equipped with FTK Input Mezzanines
(FTK IM) [224], which allows to receive optical data containing both hits and
synchronization data. The FTK IM host two Spartan IV (Xilinx) FPGAs and were
programmed to have as input two streams of hit data from two LUCROD boards
from both side A and C (see Figure B.9). These FPGAs manage bidirectional
optical channels and use the the 8b/10b protocol implemented in the FPGAs to
read the LUCROD information. The input connectors are characterized by four
optical fiber links, with an input bit-rate of 25 Gbit/s, while the total input/output
rate is 12.4 Gbit/s. The two streams of hit coming from the two LUCID sides, are
synchronised before sending the hit data to the main FPGA of the LUMAT board,
a Stratix II from Altera, where the luminosity algorithms are implemented. For
a quick luminosity information, as needed by LHC for luminosity levelling and
beam monitoring, the LUMAT board provides a few counters of events and hits,
evaluated on short intervals of time (less then 0.1 s). The actual integration time
is 2 s and counts (converted into luminosity information) are sent to the LHC
control room for an immediate feedback on beam settings. While the LUCROD
board implements the evaluation of luminosity algorithms for single channels
and the OR on one side of ATLAS at a time, the LUMAT board can perform
luminosity algorithms on both sides with the advantage of a correlation among
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the two sides by counting events where hits have been observed in both sides.

B.2.4 LUCID-3 Test and Installation
In order to test the detector conditions and the assembled prototypes for the
future LHC runs, a pilot beam was scheduled for the end of October 2021. In
this context also the LUCID Collaboration performed several tasks and tests to
check the stability and the performance of the current detector and to prepare
the upgrades planned to be installed for the LUCID-3 [225] (see Section B.3 for
details).

To prepare the detector for the pilot beam, both LUCID sides were disassem-
bled from the ATLAS detector and brought to the ATLAS surface building (SX1).
A photo of the Side-A of the LUCID detector in the SX1 building is shown in
Figure B.10. Due to the stress suffered by the PMTs during the whole LHC Run

Figure B.10: LUCID Side-A in the ATLAS surface building, SX1.

2, the photomultipliers were first removed from the detector, and I measured the
gain of each one to select the best set for re-installation into LUCID. I powered
the PMTs through a CAEN mainframe a high-voltage of 1000 V and I acquired
the signals coming from the 207Bi source with a trigger threshold of -4 mV. Figure
B.11a shows a problematic PMT because of a too low amplitude of signals. This
PMT was therefore excluded. In Figure B.11b the behaviour of a selected PMT is
shown. As a second step, I tested also a set of 40 new purchased PMTs to mea-
sure the mean amplitude with the same configuration of the first measurements.
Then I tuned the high voltage of each PMT so that all signals (and thus all gains)
were equalized to the same amplitude, needed for data acquisition.
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(a) (b)

Figure B.11: Measured voltage of two tested PMTs using the same configuration. In
B.11a a PMT which has not been selected to the installation, while in B.11b one that has
been chosen.

After the selection, I installed the best performing PMTs in LUCID (see Fig-
ure B.12) and I tested themwith their 207Bi source again. Connection and cabling
system were checked as well. I also developed a new python script to determine
the high voltage needed on each dynode, including boosters, of each PMT to pro-
duce a non-zero current also during no-collisions period. The determination of
high-voltage values is crucial in order to avoid the PMTs in the so called sleep-
ing mode. In Table B.1, the high-voltage and current values obtained during this
stage for the selected PMTs installed on the LUCID Side A, are reported. Finally,

Figure B.12: Installation of the selected PMTs on the LUCID side-A in SX1.
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PMT Source Activation HV0 HV1 HV2 HV3 I0 I1 I2 I3
(kBq) (V) (V) (V) (V) (mA) (mA) (mA) (mA)

EA3430 4769RP 41.95 770 228 156 81 205.5 14.0 10 12.5
XN1846 4901RP 31.70 810 240 164 85 217.0 13.0 12.5 12.0
EA3482 RP5045 146.00 780 231 158 81 208.5 13.0 12.5 11.5
EA3490 RP5052 134.00 810 240 164 84 216.0 14.5 11.5 13.0
EA3387 4935RP 39.21 800 236 163 83 214.0 12.0 13.0 14.0
EA3451 4918RP 56.40 860 254 173 89 230.5 12.0 13.0 14.5
EA3457 RP5024 115.00 760 225 154 80 203.0 11.5 13.0 12.0
EA3485 RP5048 127.00 770 228 156 79 205.5 13.5 11.5 10.5
EA3438 4910RP 46.90 910 267 184 93 243.0 13.5 14.0 13.5
EA3453 4919RP 52.50 800 237 162 83 214.0 12.5 11.5 13.5
EA3484 RP5047 123.00 760 225 154 79 203.5 12.0 13.0 9.5
EA3474 RP5038 109.00 800 237 162 83 214.0 14.0 12.0 13.0
EA3441 4912RP 47.10 930 271 187 95 248.5 12.0 13.0 12.5
XN1853 4902RP 31.10 950 277 189 97 254.0 12.0 12.0 12.5
EA3494 RP5056 127.00 780 231 158 82 208.5 12.0 12.5 14.5
EA3477 RP5051 105.00 800 237 163 84 214.0 11 .0 14.5 14.5
EA3487 RP5050 123.00 800 237 163 83 213.5 13.0 14.0 12.5
EA3461 RP5027 121.00 800 237 162 83 213.5 11.5 13.0 13.5

Table B.1: PMTs installed on the LUCID Side-A with their corresponding high-voltage
(HV) and current (I) for each dynode.

a new set of HV boards has been installed in the ATLAS service cavern to con-
nect the PMTs into LUCID-Side A to the whole ATLAS electronic system. Then,
all the channels were also connected to the LUCROD, inside the ATLAS detector
cavern, to be ready for new data takings.
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B.3 LUCID-3 Design
Thenext LHC runs, the so-called Run 4 for High-Luminosity LHC (HL-LHC), will
see increased pile-up effects causing algorithm saturation (it is already described
in the previous sections). For the luminosity measurements, avoiding any kind
of saturation in each used algorithm is essential, either hit-counting and event-
counting.

Considering the hit-counting algorithms, the so called µ-correction has to be
applied to the logarithmic formula used to calculate luminosity from the number
of hits to correct for non-linearity due to migrations. The correction is propor-
tional to µ values, that will be large in LHC Run 4 since the average µ is expected
to increase by a factor of 2.5 to 3.8. To avoid the HIT-saturation effect, the first
proposal is to use the already described MOD-PMTs. They were produced by
Hamamatsu starting from the standard R760, upon request of the LUCID group,
in order to reduce the detector acceptance to about a half. Lowering the geomet-
rical acceptance of the detector means reducing the active area of the sensors
while increasing the size of the required mu-correction.

The first option for LUCID-3 could be a copy of the current LUCID-2 [179],
using a different PMT configuration. In this case, as for LUCID-2, the detector
would be attached to the vacuum forward shielding (VJ) and to beam-pipe and
placed inside the new beam-pipe support cone. The main complication of this
project, will be the new vacuum equipment (VAX) that will be installed in the
LUCID-2 location for the LHC Run 4. In Figure B.13, the forward area around
the beam-pipe comparing Run 2 and 3 with Run 4 is illustrated.

Figure B.13: On the left the location of the present LUCID-2 detector in the beam-pipe
support cone is shown. In this illustration only the bottom part of the forward shielding
(named JFC1) is installed. On the right the new vacuum equipment (VAX) that will be
installed in Run 4 is shown. For this one, the beam-pipe support cone is not reported
since it has not been designed yet [225].

Theother strategywould be to attach a new detector to one of the forward shield-
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Figure B.14: Photos of the forward shielding piece JFC3 during different stages of an
ATLAS opening. The left photo shows the situation when all shielding is installed. The
top octagonal shielding piece has been removed in the middle photo. The JFC3 shielding
piece after removal from ATLAS is shown in the photo on the right [225].

ing pieces (JF). The cylindrical forward shielding (JFC3) (see Figure B.14), was
chosen. Using this shielding, the new detector would be available for mainte-
nance in the SX1 every winter, since the shielding (like all forward shielding
pieces) is removed during each end-of-year-shutdown and it will be at a larger
distance from the beam-pipe thus reducing particle flux (i.e. acceptance) and ra-
diation levels (i.e. ageing). Also a FIBER detector is still under consideration, but
it will not be discussed in this section. Several advantages (As) and few disadvan-
tages (Ds) are to be taken into account when it comes to attaching the detector
on the JFC3 instead of to the beam-pipe:

As Thedetector and services will bemore accessible in SX1 during shutdowns;

As No interference with the VAX or the beam-pipe design;

As Less radiation and saturation at a longer distance from the to beam-pipe;

As No need for water cooling during beam-pipe bake-out (if JFC3 is not in-
stalled);

As When compared to a FIBER detector, more channels are possible in a PMT
detector;

Ds The detector has to be disconnected and connected in every shutdown;

Ds The location of JFC3 and LUCID might change slightly every year;

Ds Some additional machining to the shielding will be needed.

An illustration and a photo of the LUCID-3 PMT prototype attached to the JFC3
are shown in Figure B.15. Eight photomultipliers would placed on the beam-pipe
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hole attached in each one of the two JFC3 shielding pieces. As shown in Figure
B.15b, a rail system is used to pull out the PMTs during the maintenance work.
This kind of detector would require eight signal cables and eight HV cables to
connect all PMTs.

(a) (b)

Figure B.15: Drawing of the prototype detector attached to the JFC3 forward shielding
piece with the clearance to the VJ cone at a distance of 1600 cm from the IP (Figure
B.15a). In B.15b, photo of the PMTs installed on the JFC3 shielding [225].

B.4 LUCID Simulations
Several simulations of the LUCID detectors were performed in order to estimate
its efficiency using the different detector configurations described in the previous
sections.

I carried out this work using the Athena framework [137] to simulate inelas-
tic processes detected by LUCID. Since the ATLAS sub-detectors were upgraded
almost every year, different ATLAS geometries were considered exploiting the
information provided by the ATLAS Detector Description Database [226], in or-
der to have a complete overview of the whole detector configurations. In Ta-
ble B.2, all the geometry tags considered are reported. Since the LUCID area is
mainly affected by changes on the beam-pipe and the Muon Spectrometer, only
tags with differences in these sub-detectors were taken into account.

The historical detector description tool used by the ATLAS experiment is Ge-
oModel [227], which describes standard shapes and nodes, that are then cus-
tomized with parameters taken from the geometry database. In addition, a stan-
dalone Geant4 based simulation of the full ATLAS detector, FullSimLight [228],
was used to test activities and possible overlaps among all the sub-detectors in-
volved in the simulation stage. FullSimLight was not used to perform the com-
plete simulation since sensitive detectors are not implemented and it can not be
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Geometry tag LUCID Configuration

ATLAS-R2-2015-03-00-00 LUCID-1
ATLAS-R2-2016-01-00-01 LUCID-2
ATLAS-R3-2021-01-00-02 LUCID-3
ATLAS-R3S-2021-01-00-02 LUCID-3

Table B.2: ATLASGeometry tags used during the simulation stepwith the corresponding
LUCID detector version.

used as a replacement of the full Monte Carlo simulation.

The first step of my work was to update the LUCID sensitive detector from the
Run 1 geometry to the Run 2 one. As explained in Section B.2, the main changes
from the LUCID-1 to the LUCID-2 detector were the removal of the gas, and
consequently of the cone-shaped vessel, and the replacement of the Cherenkov
tubes with four sets of four PMTs each, attached to the aluminium PMT support
around the metallic support cylinder. All this new structure was placed inside
the carbon-fiber VJ cone. Exploiting the GeoModel framework, a 3D view of the
simulated detectors can be obtained and visualized as shown in Figure B.16 for
both LUCID-1 and LUCID-2. To check if the implemented geometry follows the
real detector features, the PMT hits can be plotted in the x-y plane looking at the
positions values of each photomultiplier. Hits can also be shown as a function
of the φ angles to be compared with the angular positions of the LUCID PMTs.
These observables are reported in Figure B.17, showing the same configuration
of the real LUCID-2 detector features which are reported in [179]. The efficien-
cies for both LUCID sides and for the OR and AND algorithms were calculated
as:

εi = Number of i events
Total number of events

, (B.11)

where the i indicates the A and C sides, or the OR and AND logical conditions.
Also these values were in agreement with the LUCID-2 results of about: εA = 38
%, εC = 38 %, εOR = 60 % and εAND = 18 %.

The last step of my work was the simulation of particles interacting with the
LUCID-3 PMT detector, to have a comparison between the efficiency of the new
detector and the old one. Following the information provided by the LUCID-3
Initial Design Report, such as the ones in Figure B.15a, all the geometry details of
the prototypewere implemented in the simulation framework in order to provide
the first expected results using PMTs attached to the JFC3 shielding. In Figure
B.18, an illustration of the simulated detector and the hits in the x-y plane for
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(a)

(b)

(c)

(d)

(e)

(f)

Figure B.16: Illustrations of LUCID-1 (left) and LUCID-2 (right) detector simulations.
From top to bottom different parts of the detectors are shown. Top: Aluminium (B.16a)
and Carbon (B.16d) VJ Cones. Middle: Cherenkov tubes (B.16b) and PMT support cylin-
der (B.16e), located inside the respective VJ cone. Bottom: frontal view of the PMTs.
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 Simulation results
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Figure B.17: Sketch of the LUCID-2 PMTs (Figure B.17a). Figures B.17b and B.17c plot
the φ position of each PMT and the x vs. y position, respectively.

each PMT are reported. As shown in Table B.2, two different kinds of ATLAS
Geometry tags were considered for this simulation: ATLAS-R3-2021-01-
00-02 and ATLAS-R3S-2021-01-00-02. This was due to the difference
in the New Small Wheel (NSW) [229] layout, which is taken as symmetric in the
R3S, and asymmetric in the R3. Final results obtained by using independently
both the Run 3 tags showed that the NSW layout does not strongly affect the
LUCID-3 performances.

The simulated detector has the same characteristic as the proposed prototype,
as close as possible to reality. The number of hits in the LUCID-3 PMTs showed
a reduction of the acceptance by ∼ 30% with respect to LUCID-2 location. The
lower acceptance of the detector is what it takes to perform measurements at
high luminosity without saturation effects on the hit-algorithms. This result is
in agreement with the one obtained by the ATLAS Radiation Simulation Work-
ing Group which performed an independent simulation using a different tool-
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*VJCone removed to show the PMTs

Configuration of LUCID-3 implemented in simulations 
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Figure B.18: Simulates LUCID-3 PMT detector (Figure B.18a), following the proposal
illustrated in Figure B.15a, is shown. In B.18b, the PMTs position in the x-y plane is
presented.

kit [230], whose outcome is reported in Figure B.19, in terms of integrated dose
and electron flux in the LUCID-2 and LUCID-3 regions. Five points as function
of r and z (see Section 2.2 for ATLAS coordinate system) are reported. LUCID-3
detector attached to the beam-pipe (same location as LUCID-2) would experience
a dose that is 15-48% larger (depending on the position in z), while a detector at-
tached to the JFC3 shielding would have a dose reduced by a third compared to
the LUCID-2 location.

B.5 Conclusions and perspectives
Among the several detectors that can measure the luminosity in ATLAS, LUCID
has been chosen as the main luminometer for both online and offline measure-
ments, due to its excellent performance, fast front-end electronics and optimal
calibration procedures. The whole Run 2 data-taking period confirmed the suc-
cess of its results.

My contributions inside the collaboration can be divided into technical and
software. For the former, I tested and calibrated, with a 207Bi source, both old
and new PMTs in order to measure the signal amplitude values to determine the
gain. Then, I installed a set of PMTs directly on the LUCID detector performing
additional checks to ensure the good quality of the signal sensors. To finalize
this task, I wrote a script to determine the high-voltage needed on the dynodes,
including boosters, of each PMT to produce a non-zero current also during no-
collisions periods to avoid the PMTs in the sleeping mode. After the LUCID
installation in the ATLAS detector, I installed several HV boards in the ATLAS
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service cavern to connect LUCID to the whole ATLAS electronic system. To have
a working readout system, I also connected all the channels to the LUCROD
board, to be able to perform final tests with the DCS system to monitor PMTs
currents, crate temperature and calibration data.

In the second half of October 2021 a pilot beam is scheduled in ATLAS, when
the upgraded LUCID detector will be used.

On the simulation side I replaced the old LUCID-1 structure with the current
LUCID-2 one in order to have an updated geometry into the official ATLAS simu-
lation framework. Then, I started to implement LUCID-3 PMT prototype to have
the first preliminary results which are essential for the project validation. This
work will be continued in the near future to test the performance of the new fiber
prototype which is considered as a possible alternative for the LUCID-3 detector.
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(a)

(b)

Figure B.19: Results of a simulation performed by the ATLAS Radiation Simulation
Working Group in the region around the beam-pipe in ATLAS [230]. Figure B.19a shows
the dose corresponding to 4000 fb−1 expected in Run 4. The relative change in dose with
respect to the present LUCID-2 location is given in five points with different position
along the beam-pipe (z) and distance (r). Figure B.19b shows a map of the electron flux.
The change in electron plus charged hadron flux with respect to the current LUCID-2
location is given in five different points.
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LHC experiments are aimed to search extremely rare processes, in particular new
physics phenomena, as well as to provide very precise measurements of Standard
Model physics. All of them would benefit from a rise in the number of collisions,
meaning an increase in the available statistics, and energy in center-of-mass. For
this reason, the LHC physics programme will be first extended in Run 3, when
ATLASwill have collected more than 300 fb−1 , and then with and upgrade of the
accelerator in 2025 to reach highest levels of luminosity and to deliver more pp
collisions to the experiments starting operations in 2027 [77]. This new running
phase, corresponding to the LHC Run 4, is the so-called High-Luminosity LHC
(HL-LHC).

C.1 High-Luminosity LHC
As a consequence of the increase in luminosity for the HL-LHC, the number of
protons in the bunches will be about 2.2 · 1011, compared to 1.5 · 1011 in LHC,
with an instantaneous luminosity of about 7.5 · 1034 cm−2 s−1 (more than five
times the actual value of the LHC). The HL-LHC is planned to run for about 10
years with the goal to deliver an integrated luminosity up to 4000 fb−1 (more
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than ten times the luminosity reach of the first 10 years of the LHC lifetime) at a√
s = 14 TeV.

As already explained describing Equation 2.2, the luminosity depends on dif-
ferent input parameters only related to the beam properties. Then, the upgrade
should provide the potential for good performance over a wide range of these
parameters [231]:

Number of protons: The almost double number of protons in the bunches will
result in a beam current over the 30% of the so-called ultimate beam current
(0.86 A), laying hard challenges to the systems involved, such as RF power
system and RF cavities, collimation and cryogenics systems, kickers.

Beam beta function β∗: A classical route for a luminosity upgrade with head-
on collisions is to reduce β∗ by using stronger and larger aperture quadru-
pole magnets. The plan is to reduce β∗ from 0.55 m to 0.2 m, which reduces
the transverse size of the luminous region resulting in the gain in peak
luminosity.

Geometrical reduction factor F : Since the F factor decreases as the crossing
angle between the two beams increases, with the increase of the lumi-
nosity the geometrical factor would be reduced to about 0.31, down from
0.84 in the LHC. To mitigate this effect novel crab cavities will be used, in
order to rotate longitudinally the bunches and therefore improve the over-
lap between them. With this implementation, HL-LHC will ensure this
parameter to a value of 0.83.

Geometric emittance εxy: The beam brightness is defined as the ratio of the
bunch intensity to its geometric emittance, and it is a bream property that
must be maximized at the beginning of beam generation and in the whole
accelerator chain, including LHC. For this reason, the emittance has to
be reduced at the beginning of the acceleration process by replacing the
current LINAC2 with LINAC4 to provide a doubled beam brightness.

From a physics point of view, HL-LHC will contribute to measuring Standard
Model processes with even higher precision due to the large amount of data
collect. Also Beyond the Standard Model phenomena, such as exotic particles
or supersymmetry theories, will benefit from the LHC upgrade increasing the
accuracy and the sensitivity of the analyses. For example, during the last HL-
LHC runs the Higgs boson mass is expected to be measured with a precision of
one order of magnitude better than the current results. In Figure C.1a the ex-
pected uncertainty on the Higgs boson signal-strength for different channels are

278



High-Luminosity LHC The ATLAS Inner Tracker

reported, showing an important improvement on the measurements precision.
On the other hand, Figure C.1b shows the discovery reach and exclusion limits
for the chargino and neutralino search with an extended discovery power for
chargino masses above 800 GeV , to be compared with the reach of 350 GeV for
the Run 3 dataset. This simulated result is also important for exotic particles such
as the Type-III SeeSaw heavy leptons, whose cross-sections can be calculated ex-
ploiting the electroweak chargino-neutralino model, as described in Section 4.3.

(a) (b)

Figure C.1: Figure C.1a shows the uncertainty on the signal strength of Higgs analyses
with with 300 fb−1 and 3000 fb−1 at

√
s = 14 TeV for a SM Higgs boson with a mass of

125 GeV. Figure C.1b shows the discovery reach (solid lines) and exclusion limits (dashed
lines) for charginos and neutralinos in χ̃±

1 χ̃0
2 → W (∗)χ̃0

1Z(∗)χ0
1 decays. The results are

shown for the 300 fb−1 and 3000 fb−1 datasets [232].

The HL-LHC upgrade will lead to huge improvements for the physics analyses
but also hard challenges on the detector side. One of the biggest will be related
to the rise of the average pile-up up to 200 (from the average of 24 in 2016), as
well as the higher radiation levels will be present in the inner regions of the de-
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tectors. To cope the new requirements coming from this challenge, the ATLAS
experiment developed the so-called ATLAS Phase-2 Upgrade programme [233].
In this programme the main sub-detectors (as the inner tracker, the calorimeters
and the muon spectrometer) are planned to be upgraded, with also the Trigger
and Data Acquisition system. Since the tracker is placed in the inner region of
ATLAS where the tracks are the most dense and where radiation is the largest,
it is strongly sensitive to these changes and a full replacement by a new system,
the ATLAS Inner Tracker (ITk), is needed.

Since the ATLAS ITk detector was the topic of my qualification task inside
the ATLAS Collaboration, only this upgrade will be discussed in this Appendix.

C.2 The ITk Design
The ATLAS ITk detector was designed to address the demanding requirements
and hard challenges coming from the HL-LHC project. For this purpose, ITk will
be a full-silicon tracking detector in order to provide the required tracking res-
olution as expected by the huge pile-up levels. A cross-sectional view of ITk is
shown in Figure C.2. Two different subsystems compose the ITk structure: a sil-

Figure C.2: Display of the ATLAS Phase-II Inner Tracker ITk with the Inclined Duals
detector layout [234] .

icon pixel detector in the region closest to the beam-pipe and a silicon microstrip
detector at higher radii from the beam-line. A sketch of the sensor layout of the
ITk is shown in Figure C.3, where the Pixel Detector is coloured in red and green
while the Strip Detector in blue. Each detector is further divided into a barrel re-
gion, placed centrally around the Interaction Point, and an end-cap part covering
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the forward regions of ITk. This separation into two different subsystems was
designed to provide a higher granularity of the detector minimizing the number
of readout channels when resolving nearby tracks. Comparing the new subsys-

Figure C.3: A schematic layout of the ITk Inclined Duals layout for the HL-LHC phase
with the Pixel Detector in red and the Strip Detector in blue [234].

tems with the current ones inside the Inner Detector, the main differences are
that: the ITk Strip detector will replace the SCT covering a much larger region
up to the TRT area; the TRT needed to be removed due to its saturation in pres-
ence of a large value of pile-up; the ITk Pixel Detector will be an extension of
the current Pixel Detector covering a larger region up to η of 4.0 (from the 2.5 of
the ID).

Another great improvements of ITkwith respect to the ID is theminimization
of the material budget. The low presence of material is essential to reduce the
effect on the tracking performance, as an excess of material induces more particle
interactions which can cause track deflection, multiple scattering, create photon
conversions or modify the particle momentum. The radiation length X0 versus
the pseudorapidity η is used to compare the material budget in the ATLAS ITk
and in the ATLAS ID, where X0 represents the average path a particle needs to
travel to reduce its initial energy by a factor 1/e. As shown in Figure C.4, the
lightweight materials used by ITk reduce the material budget by about 30% for
|η| < 4 and even more for higher values.

C.2.1 ITk Pixel Detector
To have a very fine granularity, the ITk Pixel Detector [234] exploits silicon pixel
modules with a pixel sizes of 50 × 50µm2. It covers 14 m2 of silicon area with
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(a) (b)

Figure C.4: Radiation lengthX0 versus the pseudorapidity η in the Inner Detector (Figure
C.4a) and in the Inner Tracker. The figures show only positive η, negative η is expected
to look the same [234]. Note the different scale of these plots.

580 million readout channels. Two kind of technologies are considered for the
sensors, both using n-implant in p-substrate with a thin active thickness of 200
µm:

• 3D sensors in triplet modules in the innermost layer. They have pixel size
of 50 × 50µm2 (end-cap) and 25 × 100µm2 (barrel) with a single collection
electrode in the centre providing a hit efficiency more than 97%, as shown
in Figure C.5. These sensors consist of 150 µm active thickness with 100
µm support wafer in addition with a low operational bias voltage of 80 -
140 V. Due to their high level of radiation tolerance are used close to the
beam at only 34 mm. In the baseline scenario, they are expected to be
replaced after 2000 fb−1 with an expected expected fluence of 1.3 · 1016

neq/cm2.

• Planar sensors in quad modules in all other layers. All of them have pixel
size of 50 × 50µm2 with a thickness of 100 µm in the inner layer and 150
µm in the outer layers. Also these sensors provide efficiency higher than
97% and a bias voltage at the end of life up 600 V (inner layer) and 400 V
(outer layer). They are designed using different bias structures as punch-
through, temporary metal and bias rail and bias resistor. A planar sensor
with a punch-trough bias structure in shown in Figure C.6.

Also a new front-end chip is being developed by the RD53Collaboration [237],
to be used as common readout chip for both ATLAS and CMS pixel detectors, in
65 nm CMOS technology. The prototype developed for the ATLAS Collaboration
is the ITkPix [238] consisting of 400×384 pixels using differential front-end with
a pixel bump pitch of 50 × 50µm2. The chip is specified to be radiation hard to
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Figure C.5: Top figures show the pixel sizes used in 3D sensors with a single collection
electrode (point in red), while the bottom ones the efficiency maps for different pixel
sizes [236].

Figure C.6: Pixel matrix structure with punch-through bias structure is shown on the
left, while on the right the efficiency map of the grey area corresponding to 4 × 4 pixels
of a planar sensor before irradiation [236].
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more than 5 MGy with an in-time threshold of less than 1 ke. It is designed to
support a hit rate of up to 3 GHz/cm2 with a trigger rate of 1 MHz.

On the geometrical point of view, the Pixel Detector is divided into an inner
system, with two barrel layers and three groups of rings (two in correspondence
of the barrel layer radii and one in between the two) and an outer system com-
posed by three barrel layers with three corresponding groups of rings. Two half-
rings with a carbon core with electrical and cooling services are used to build the
each ring. The number of rings per layer and their location has been designed to
cover the pseudorapidity region up to |η| = 4.0 and to provide at least nine points
per track. An innovative feature of the ITk Pixel Detector in the forward part of
the barrel layers where an Inclined Duals layout is implemented. This allows the
material traversed by particles at large η to be minimised and at the same time
requires less silicon surface to cover the full pseudorapidity range. In addition,
these inclined sensors provide two or more hits in the first layer, providing re-
dundancy for the local track finding close to the IP even at large pseudorapidity.

As the radiation damage will be up to 2 · 1016 neq/cm2, the detectors was
designed to allow the replacement of the two innermost barrel layers as well as
the innermost end-cap ring layer.

C.3 Database system
My qualification task (QT) was focused on the development of an interface to
get data from external sources and a framework to perform quality control (QC)
using data taken from this interface. These data (such as current as function of
voltage (IV), temperature, low-voltage) had to be stored in a local database to be
visualized and used in a second stage.

I choose to join this project given the large contribution of the ATLAS Italian
community in the production and testing phase of the readout chip that will be
used in the new electronics of the ITk detector.

To perform this task I used a RD53A prototype (see Figure C.7), which has a
similar structure of the ITkPix chip already described. RD53A has three blocks
of pixels with different types of front-end circuits and has three programmable
output lanes up to 1.28 Gbps, with Aurora 64/66 protocol. The chip is controlled
with 160 Mbps single differential serial inputs.

The YARR software [241] was used as readout system for the RD53A front-
end chip since it can run on XpressK7 as well as commercial FPGA boards. This
software system aims to simulate on the software side almost all the functionali-
ties of a firmware in a DAQ system. The display port present on the RD53A was
connected to the XpressK7 board via a FPGA Mezzanine Card (Ohio card). Ex-
ploiting a Peripheral Component Interconnect Express (PCIe), the FPGA board
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Figure C.7: Single chip card with RD53A. The readout chip is located at the bottom in
the center of the picture and the display ports for communication are located on top of
the picture. [240].

mounted on a PC can communicates with the software. In this way all the quality
assurance (QA) and quality control tests can be performed.

QA/QC tests are essential during the production and checking phase to en-
sure a high reliability of all on-detector components. QC tests are performed
to validate the chip performance in conformance with its specifications, as well
as to asses thermal performance and its behavior after a suffered stress (for ex-
ample due to travel between two institutes, several hours under high current).
On the other hand, QA is used to study component quality during the research
and development stage to improve the reliability and validate the component de-
sign. All the QA/QC measurements have to be considered to search for possible
changes in device performances compared to before, which can indicate possible
defeat on the chip.

A large fraction of the institutes involved in the ATLAS Collaboration are work-
ing on the production and testing stage of the ATLAS ITk detector modules.
For this reason, a database hosting all the measurements performed among the
community can increase the precision and the quality of this project. Then, the
ITk community developed a simple but effective structure to connect the results
coming from all the institutes. The idea is to use the YARR system to readout the
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Figure C.8: Schematic view of the readout and database systems [242].

modules and build a so-called local database, mainly composed of json format
files storing results and information regarding the configuration and the chip
as well. Each production site has its own local database able to communicate
with other local databases and with the ITk Production Database, used as final
step of the production and testing chain. A schematic view of the readout chain
is reported in Figure C.8. Also a Master Database can be implemented to store
measurements of national sections.

I first created a prototype of Master Database in the Bologna INFN section to
be used as Italian national database. To allow accesses only to the involved people
I first developed several scripts to ensure the connection only from INFN domain
with a login system based on the MD5 message-digest algorithm producing a
128-bit hash value.

I maintained the database structure inside the Bologna section exploiting the
YARR framework to test the RD53A chip uploading the results of all the different
scans in the local database. An example is shown in Figure C.9.

On the detector control system side, I developed different scripts to upload
and store QA/QC measurements. Since DCS for module QA/QC was fast evolv-
ing, I decided to assume that DCSmeasurements were stored in text or csv format
to be converted in dat files with current, voltage and time values. The dat files
have been chosen to be coherent with the current database structure already im-
plemented in the YARR system. Then, I converted these analysed results in .json
format and I created a dedicated section inside the database to store and manage
QC and DCS results. In Figures C.10 and C.11 an example of the web-browser
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INFN_Bologna Giuseppe Carratta

1

2

3

4

Figure C.9: Scheme of the visualization of an uploaded result on the database. 1. is
the top page with all the scanned modules with also the login window; 2. is the chip
providing information as the serial number front-end type and also the scans performed,
3. choosing a certain scan, the several run performed a shown, 4. results of the selected
scan.
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visualization for QC and DCS scans are shown.

(a)

(b)

Figure C.10: View of the QC results stored on the local database (Figure C.10a). The
histogram is directly displayed based on the x and y values. Two different interacting
tables were implemented in order to manage the axes (Figure C.10b) and to restore de-
fault values.

C.4 Conclusions
The QC and DCS data implementation in the local database framework was a
preliminary work to be refined in the next future, but already operative.

During the testing phase of the RD53A front-end chip in Bologna, it was im-
portant to store the collected data and to compare the results under different chip

288



Conclusions The ATLAS Inner Tracker

(a)

(b)

Figure C.11: View of the DCS results (temperature) stored on the local database (Figure
C.11a). The histogram is directly displayed based on the x and y values. Two different
interacting tables were implemented in order to manage the axes (Figure C.11b) and to
restore default values.

conditions. At the end of 2019, several modules arrived in Bologna from other
institutes and the developed DCS interface has been used to take into account the
travel environment and to compare the performance with those before shipment.

Exploiting the QA/QC database functionalities different issues affecting the
modules were noted and fixed, as well as the ultimate conditions to which they
can be stressed.
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