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ABSTRACT 

Polymerases and nucleases are enzymes processing DNA and RNA. They are involved in 

crucial processes for cell life by performing the extension and the cleavage of nucleic acid 

chains during genome replication and maintenance. Additionally, both enzymes are often 

associated to several diseases, including cancer. In order to catalyze the reaction, most of 

them operate via the two-metal-ion mechanism. For this, despite showing relevant 

differences in structure, function and catalytic properties, they share common catalytic 

elements, which comprise the two catalytic ions and their first-shell acidic residues. 

Notably, recent studies of different metalloenzymes revealed the recurrent presence of 

additional elements surrounding the active site, thus suggesting an extended two-metal-

ion-centered architecture. However, whether these elements have a catalytic function and 

what is their role is still unclear. In this work, using state-of-the-art computational 

techniques, second- and third-shell elements are showed to act in metallonucleases 

favoring the substrate positioning and leaving group release. In particular, in hExo1 a 

transient third metal ion is recruited and positioned near the two-metal-ion site by a 

structurally conserved acidic residue to assist the leaving group departure. Similarly, in 

hFEN1 second- and third-shell Arg/Lys residues operate the phosphate steering mechanism 

through (i) substrate recruitment, (ii) precise cleavage localization, and (iii) leaving group 

release. Importantly, structural comparisons of hExo1, hFEN1 and other metallonucleases 

suggest that similar catalytic mechanisms may be shared by other enzymes. Overall, the 

results obtained provide an extended vision on parallel strategies adopted by 

metalloenzymes, which employ divalent metal ion or positively charged residues to ensure 

efficient and specific catalysis. Furthermore, these outcomes may have implications for de 

novo enzyme engineering and/or drug design to modulate nucleic acid processing. 
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 Nucleic acids processing enzymes: Polymerases 

and Nucleases 

 Polymerases 

Nucleic acid polymerases (Pols) are crucial for cell survival and life propagation.1–3 These 

enzymes play a major role in gene expression, regulation, transcription (DNA → RNA), 

reverse transcription (RNA → DNA) and DNA damage repair.4–6 Therefore, Pols have 

been implicated in various human diseases, including viral and bacterial infection, 

neurodegenerative diseases, and cancer.7–9 Specifically, mutations on the gene encoding 

DNA Pol β (i.e. POLB) are linked to adenocarcinoma of the colon,10 while overexpression 

of POLK and POLQ (genes encoding DNA Pol κ and Pol θ) are associated to lung cancer 

and colorectal, breast, and nonsmall cell lung cancers, respectively.11–13 Additionally, 

POLH (DNA Pol η) mutations are linked to a variant type of xeroderma pigmentosum14 

and POLG mutations to several types of mitochondrial diseases.15,16 On the other hand, 

RNA Pols are essential for replication of viral RNA, like in hepatitis C virus, poliovirus 

and severe acute respiratory syndrome (SARS) infections. In the last couple of years, many 

efforts have been directed for searching an effective treatment for coronavirus disease 2019 

(COVID-19), with a significant focus on the RNA-dependent RNA Pol (RdRp) of SARS 

coronavirus 2 (SARS-CoV-2). Consequently, DNA and RNA Pols are an attractive 

pharmacological target for small-molecule inhibitors.17–19 Nevertheless Pols are of 

particular interest also for synthetic biology20 to develop a wide variety of applications 

ranging from targeted therapies to storage and propagation of genetic information.21–23 

Moreover, Pols are also utilized in biotechnological applications, such as the polymerase 

chain reaction (PCR) method.24 

Hence, a deeper and more extensive understanding of molecular mechanisms and 

functional properties that regulate DNA and RNA polymerase catalysis is pivotal to further 

push forward the research towards new frontiers positively impacting human health. In this 

regard, the computational approach significantly contributed to this end. The constant and 

substantial advance in the performance of molecular modeling techniques makes them a 
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powerful and useful tool in Pol research,25–27 providing a molecular-level understanding of 

the mechanisms that regulate the catalytic cycle and functional properties of polymerases.  

 Classification, Properties and Structure of Polymerases 

Pol enzymes synthesize long chains of nucleic acids by adding consecutively a 

deoxyribonucleoside triphosphate (dNTP) or a ribonucleoside triphosphate (NTP), to the 

3’-end of the growing primer. Pols can be classified based on their function, sequence and 

structure.  

The classification by chemical function (i.e. the type of template – DNA vs RNA, and 

the nature of the incoming nucleotide – dNTP vs NTP) divided Pols into five classes: i) the 

DNA-dependent DNA polymerases (DdDp), which add dNTP guided by a DNA template, 

ii) the reverse transcriptase (RT) or RNA-dependent DNA polymerases (RdDp), which 

incorporate dNTP complementary to RNA template, iii) the DNA-dependent RNA 

polymerases (DdRp), which in contrast add NTP complementary to DNA template, iv) 

RNA replicase or RNA-dependent RNA polymerases (RdRp), which add NTP opposite to 

a RNA template, and v) the template-less RNA elongation, which  add nucleotide in a 

template-independent manner.  

Within the first functional class, i.e. DdDp, the Pols can be further subdivided on the 

basis of sequence homology into six families: i) family A (such as Pol I, Pol γ, θ, ν), ii) 

family B (e.g. Pol II, Pol α, δ, ε, ζ), iii) family C (e.g. Pol III), iv) family D (e.g. Pol D), v) 

family X (e.g. Pol IV, Pol β, λ, μ), and vi) family Y (such as Pol V, Pol η, ι, κ).28 The DNA 

Pols differ significantly in biochemical properties like fidelity and processivity, which 

supply DNA Pols for a specific biological function. Fidelity is quantified as the ratio of the 

catalytic efficiencies for incorrect and correct nucleotide incorporation, while processivity 

is measure as the average number of nucleotides (nt) incorporated during a single binding 

event.28 Hence, A- and B-family DNA Pols, which play a major role in DNA replication, 

have the highest fidelity (i.e. 10−5 to 10−6 without exonuclease activity)29,30 and processivity 

(>100 nt/s).23 Conversely, X- and Y-family DNA Pols, which take part to DNA repair and 

damage response mechanisms,31,32 have a lower fidelity (e.g. for Y-family 10−1 to 10−3)29,30 

and processivity (e.g. for Y-family <20 nt/s).33 

On the other hand, RNA Pols in eukaryotes are classified into 3 groups based on their 

cellular function: i) RNA Pol I, which transcribes ribosomal RNA genes, ii) RNA Pol II, 
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which synthesizes messenger RNA and a subset of small noncoding RNAs, and iii) RNA 

Pol III, which synthesizes transfer RNAs, 5S RNA, and the majority of small noncoding 

RNAs.34 Similar differences in fidelity and processivity are found for RNA Pols. Indeed, 

while Pol II is reported to have high fidelity, with a transcription error rate of 10−5,35 viral 

RNA Pols are medium-fidelity Pols (i.e. 10−3 to 10−5), thus allowing RNA viruses easy 

adaption to different host cell environments.36  

 

Figure I.1 Crystal structures of (left) DNA polymerase (Pol) I (PDB ID 2HVI37) and (right) 

multiple subunits RNA Pol II (PDB ID 2E2H38) in complex with catalytic metal ions (in sphere, 

colored in green), the incoming nucleotide and DNA/RNA substrate, respectively. DNA Pols 

adopt a right-hand architecture, which consists of palm (yellow), fingers (light brown), and thumb 

(blue) subdomains. The minimal configuration capable to perform polymerization in multiple 

subunits RNA Pols is formed by the catalytic subunits, i.e. Rpb1 (in light blue) and Rpb2 (in 

green), and the assembly platform, i.e. Rpb3-Rpb11 (in teal) and Rpb10-Rpb12 (in pink).  

Taken together, all these data suggest a degree of variance for biochemical properties 

among Pols, which in turn can be modulated through different mechanisms. These 

diversities are evident also in Pols structures, depending on their biological function. For 

example, A- and B-family possess a 3’-5’ proofreading domain that improves the essential 

fidelity, in X-family a lyase domain is present and Y-family is characterized by a smaller 

structure that can establish only few contacts with the incoming dNTP, thus contributing 

to the lower processivity and fidelity. Commonly, the catalytic domain can be divided 

based on the architecture into palm (containing the catalytic residues), fingers, and thumb 

(interacting with the incoming dNTP and DNA substrates, respectively) subdomains 
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(Figure I.1). However, some exceptions are possible. For instance, DNA Pol X from 

African swine fever virus has only the palm and fingers subdomains, and in the X-family 

DNA Pol a different nomenclature for the subdomains is adopted, i.e. D (DNA binding), 

C (catalytic), and N (nascent base-pair binding) subdomains.   

Comparatively, RNA Pols share a more conserved structure. An initial differentiation 

concerns the single subunit (from virus) and multiple subunits RNA Pols (from Archaea, 

Bacteria, and Eukarya). Within the single subunit, RNA Pols adopt the right-hand 

architecture with seven conserved structural motifs: motifs A–E (in the palm subdomain), 

and motifs F and G (in the fingers subdomain). Multiple subunits RNA Pols are named 

based on the domain of life they belong to: bacterial RNA Pols subunits use Greek letter, 

archaeal and eukaryotic RNA Pols subunits are named Rpo/Rpb, respectively, followed by 

a number (Figure I.1).  

 Catalytic cycle and Chemical Reaction Mechanism 

The catalytic cycle (Figure I.2) whereby Pols elongate the nascent D(R)NA strand consists 

of a multifaceted stepwise process with both chemical and physical steps. During each 

catalytic cycle, Pols add one nucleotide at the 3′ primer terminus, thus extending the 

growing primer strand (Figure I.2). This occurs via SN2-like phosphoryl-transfer reaction 

assisted by the well-characterized two-metal-ion mechanism (Figure I.3).39–41  

In order to allow an efficient nucleotide selection, binding, and chemical reaction, the 

enzyme may undergo functional conformational motions (such as open → closed 

conformational change mainly of the fingers subdomain) and structural rearrangements 

(e.g. the active site rearrangement). Once the reaction has been performed and the 

nucleotide incorporated, the pyrophosphate (PPi) group is released and the enzyme 

undergoes a reverse conformational change (such as closed → open).33 However, the 

causality and the order of these last two events is still debated.42,43 Eventually, either the 

Pol translocates by one base pair along the DNA, leaving the active site free for the binding 

and incorporation of the next nucleotide, or DNA/Pol complex dissociates thus allowing 

Pol to bind a new substrate.33  

As mentioned above, Pols operate via the two-metal-ion mechanism in order to catalyze 

the nucleotidyl transfer reaction.44 The two divalent metal ions, i.e. MA and MB, (typically 

Mg2+ or Mn2+) facilitate nucleophile formation, stabilize the transition state, and assist the 
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leaving group release.45 Specifically, MA enhances 3′-OH deprotonation by lowering its 

pKa, to favor the negatively charged 3′-O− form, while in parallel MB facilitates products 

formation (Figure I.3).46  

 

Figure I.2 Schematic representation of nucleotide addition cycle of DNA/RNA polymerases. The 

cycle is composed of four main steps: 1) the nucleophile activation, in which the 3’OH end (in 

red) of the DNA/RNA substrate in the precatalytic state is deprotonated; 2) the nucleotide addition, 

i.e. (d)NTP (in stick and sphere, colored in blue) is placed in the active site (highlighted in yellow) 

to form base pair interactions with the complementary base (i.e. +1); 3) the catalytic reaction, with 

the consequent formation of the postcatalytic state and the release of the PPi leaving group; and 4) 

the nucleic acid translocation to restore the active site for a new catalytic cycle.  

Such efficient mechanism is shared with other enzymes, like type II topoisomerases and 

several nucleases, which instead perform the opposite reaction of D(R)NA cleavage.47–49 

Each of the catalytic ion is coordinated by two or three conserved acidic residues (typically 

Asp or Glu), the 3’-OH of the primer strand coordinates MA while the triphosphate group 

of the incoming nucleotide coordinates MB.29,34,50 Once the active site is assembled and the 

reactant state formed, the deprotonation of the 3’-OH initiates the reaction forming the 

nucleophile which has to attack the Pα atom of the nucleotidyl triphosphate. It follows a 

SN2-like reaction where a pentacovalent phosphate transition state is formed leading to the 

typical inversion of the umbrella of the scissile phosphate.44 Concurrently, the PPi 
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molecule is produced and subsequently released with the consequent nucleic acid 

translocation to restore the active site for a new catalytic cycle.46,51 

 

Figure I.3 Catalytic reaction scheme for the two-metal-ion mechanism adopted by Pols during 

nucleic acids polymerization. The chemical reaction is a SN2-like phosphoryl-transfer reaction 

catalyzed by two divalent metal ions, i.e. A and B (in sphere, colored in yellow). Both metals 

actively participate in catalysis by i) facilitating the nucleophile, i.e. 3’O- (in red), ii) stabilizing 

the pentacovalent transition state, i.e. TS, and iii) assisting the PPi leaving group departure in 

product state. 

The rapid evolution of experimental techniques, such as crystallography and the 

growing interest on Pols have contributed to reveal many key aspects of Pols catalysis.52 

Time-resolved X-ray crystallography and cryogenic electron microscopy (cryo-EM) 

enabled researchers to capture and establish the main points of the catalytic cycle and 

reaction mechanism of Pols. Intriguingly, several ternary Pol/D(R)NA/d(r)NTP crystal 

structures have revealed the presence of a transient third metal ion bound to the catalytic 

site (Figure I.4). Thus, it suggests that additional metal ion may be actively involved in 

catalysis, although its exact role is unclear.  

 Role of the Third Metal Ion in Polymerases 

Several examples of DNA Pols crystallographic data resolved a third divalent metal ion 

(MC) close and above the catalytic active site, thus showing an additional new player in the 

two-metal-ion mechanism. In Figure I.4 are reported the available DNA Pols structures 

resolved in the presence of the third ion.2 It includes ternary Pol η,51,53 Pol β,17,54 Pol μ55,56 

complexes, and also the engineered Pol Kod-RI, an artificial threose nucleic acid (TNA) 

polymerase.57 The surprising finding of a third metal ion in DNA Pols has opened a 

stimulating and unresolved debate about the specific role of this additional ion for Pol 

catalysis. Notably, the presence of such third solvent-exposed cation is recurrent in other 
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nucleic acids processing enzymes. For example, it was found that in D. mobiliz homing 

endonuclease (I-DmoI), the third metal ion is essential to achieving the proper geometry 

for phosphodiester bond hydrolysis.58 More recently, a third metal ion was found in time-

resolved crystal structures of the human exonuclease 1 (hExo-1)59 while in crystallo 

reaction intermediates of RNA ribonuclease H1 (RNase H1) captured multiple metal ions 

(K+ and Mg2+) transiently bound in the vicinity of the two-metal-ion active site.60  Although 

the presence of the third ion seems to be functional, there is debate on its mechanistic role. 

Indeed, for Pols, there are three non-mutually exclusive hypothesis: i) it may have a 

catalytic role in the chemical reaction, stabilizing the highly negative charge formed on the 

scissile phosphate during the nucleotidyl transfer, and/or (ii) it mat favor products 

formation, inhibiting the backward reaction from the products to the reagents, and/or (iii) 

it may assist the leaving group PPi departure.  

 

Figure I.4 (Left) Table reporting the crystal structures of ternary Pols/DNA/dNTP complexes in 

which three divalent metal ions are found in their active sites. (Right) Representations of two 

different architectures formed by the three metal ion, i.e. MA, MB and MC (in sphere, colored in 

orange). dNTP and acidic residues (Asp/Glu) forming the active site (in blue) are in licorice.  

A low metal ion concentration is seen in experiments to hamper catalysis, indeed when 

this condition are used the products are not experimentally detected.61 Due to this evidence 

Yang and collaborators suggested that MC is essential for nucleotidyl transfer.53 However, 

different computational studies of DNA Pol η have shown diverging results on the MC 

effect on the chemical barrier. At the same time, the role in facilitating leaving group 
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departure played by the third ion remains possible. This hypothesis was supported by 

quantum mechanics/molecular mechanics (QM/MM) simulations from Wilson and co-

workers for Pol β and by De Vivo and co-workers for Pol η using either force-field based 

molecular dynamics (MD) simulations62 and Car-Parrinello (CP) QM/MM.63 Likewise, the 

stabilization of reaction products was demonstrated by Yoon and Warshel using empirical 

valence-bond (EVB) calculations on Pol-η structures,64 and subsequently it was further 

confirmed via QM/MM simulations by Stevens and Hammes-Schiffer.65  

Taken together the available structural, kinetics, and computational evidences show the 

challenge to establish whether the third ion holds one or more of these roles during 

catalysis. 

 Strategically Located Basic Residues  

Polymerases elongate nucleic acids primer strand incorporating the new nucleotide in the 

Watson-Crick (W-C) base pairing with the template strand. Structural and bioinformatics 

studies suggest a functional role during nucleotide incorporation for strategically located 

Arg/Lys residue. Such positively-charged residue is located in the second-shell of two-

metal-ion active site and is conserved in a wide variety of Pols.66 Notably, crystal structures 

of Pol/DNA/(d)NTP ternary complexes showed the nascent base-pair in an uncommon 

Hoogsteen (HG) base pairing conformation when Arg/Lys was found displaced, missing 

or mutated. Additionally, such residue is missing in some error-prone Pols, such as DNA 

Pol X. Through the use of MD simulations coupled with free-energy calculations, Arg/Lys 

residue is then suggested to establish specific interactions with the incoming nucleotide 

thus promoting and assisting the correct W-C base pairing during Pols catalysis. These 

results define a larger two-metal-ion-centered enzymatic structure which potentially 

reflects a common strategy of Pols in DNA and RNA processing.  

 Polymerase Applications: Therapeutics, Biotechnology and 

Synthetic Biology 

As reported in Section 1, Pols have gained attention as pharmacological target for small-

molecules inhibition. Indeed, many Pols are involved in the onset of several diseases, such 

as cancer, neurodegenerative diseases and viral and bacterial infections. Thanks to the 

increasing capabilities of computational techniques, such as molecular docking, de novo 
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design and free-energy perturbation (FEP), it has been possible to apply such approaches 

to give a relevant contribution in discovering inhibitors against Pols. This allowed reducing 

the need for more expensive experimental studies. A representative example of Pol drug 

target is the HIV reverse transcriptase (RT). HIV RT is able to reverse transcribes (RNA 

→ DNA) the viral RNA genome into double-strand DNA having three sequential 

biochemical activities: i) RNA-dependent DNA polymerase, ii) ribonuclease H (RNase H), 

and iii) DNA-dependent DNA polymerase activities.19 Thanks to computational 

techniques, it has been possible to discover non-nucleoside inhibitors with pico- and low-

nanomolar activities against wild-type and mutant HIV RT.67 Other interesting drug targets 

are DNA Pols involved in translesion synthesis, such as Y-family members, because of 

their capability to bypass the nucleotide adducts formed by anticancer agents, thus reducing 

the efficacy of chemotherapy medications.  

Currently, RNA-dependent RNA Pol from SARS-CoV-2, which caused COVID-19 has 

become a valid drug target given the crucial role during viral replication and transcription 

processes. Given the urgent and unmet medical need, computational and experimental 

studies have taken advantages for drug repurposing to suggest several inhibitors for RdRp 

SARS-CoV-2 target. For example, Remdesivir, Favipiravir, Galidesivir Ribavirin are all 

nucleotide/nucleoside analog proposed as SARS-CoV-2 treatment. However, despite the 

promising inhibitory effects,68 clinical trials showed no statistically significant benefits on 

hospitalized patients together with the possible occurrence of adverse effects in relation 

with the administration of such drugs.69 In the last two years, several computational studies 

have contributed to understand the mechanism of inhibition of such drugs, in order to aid 

the discovery and development of new and more suitable inhibitors.70–72 

DNA polymerases also play central roles in modern molecular biology and 

biotechnology, such as DNA cloning, the polymerase chain reaction (PCR), DNA 

sequencing, single nucleotide polymorphism (SNP) detection, whole genome 

amplification (WGA), synthetic biology, and molecular diagnostics.73 One of the earliest 

and more important DNA polymerase-based biotechnology applications is PCR, which 

employ Taq DNA Pol I. However, some limitations come from the DNA Pol I inability of 

replicate and amplify damaged DNA.74 Indeed, this is a major limitation in forensic science 

or the analysis of ancient DNAs. Thermostable Y-family Pols would offer an attractive 
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solution, nevertheless the low processivity hamper their usage for PCR. Several studies 

have shown how to circumvent such drawback through DNA Pol mutations and/or fusion 

with a nonspecific DNA-binding protein, in order to strengthen the DNA binding.75–77 

Here, computational techniques, such as bioinformatics analysis and molecular mechanics 

Poisson–Boltzmann surface area (MM- PBSA) method have been usefully applied to 

rationally design DNA Pol variants with the desired properties.  

Another recent fast-growing field is the artificial Pols design. For example, the 

development of new unnatural nucleotides expanding the genetic alphabet, enables the 

storage of additional information in DNA.78 Through the modifications of sugar and 

nucleobases, it is possible to build modified D(R)NA that can be used for biological and 

biotechnological applications.77 Some of these applications are the synthesis of new 

aptamers able to bind specifically to a target, the incorporation of unnatural amino acids 

into proteins, and the generation of semisynthetic organisms. In this context, the 

development of synthetic xeno nucleic acids (XNA) is an active area. XNA polymers can 

store information and be immune to endogenous nuclease activity, furthermore they may 

perform catalysis (xenozymes).76 On the other hand, a challenging area is the development 

of DNA Pols able to process unnatural base pairs (UBP). Here, computational studies are 

applied along with structural data to give a better understanding of the molecular 

mechanism of UBP processing Pols. For example, MD simulations have been employed to 

give deeper insight on the molecular mechanism of a variant of the Klenow fragment of 

Taq DNA Pol I, which incorporates efficiently P:Z (i.e. 2-amino-imidazo[1,2-a]-1,3,5-

triazin-4(8H)one and 6-amino-5-nitro-2(1H)-pyridone, respectively). The results 

suggested that mutations far from the active site allow better interaction of the enzyme with 

the P:Z-containing DNA.  

Taken together, all these results support the relevance of Pols for several aspect of 

scientific advances, such as target therapy, biotechnology and synthetic biology. 

Importantly, computational approaches have provided a means to study several key aspects 

of Pol function. 
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 Nucleases 

Nucleases are enzymes that perform a wide range of activity essential for life.79 They play 

crucial roles for genome replication, acting as 3’-5’ nuclease proofreading as well as 5’-3’ 

RNA primer removal.80,81 Nucleases are also involved in recombination and repair 

processes82,83 such as base and nucleotide excision repair (BER and NER, respectively), 

which involve the removal of damaged base (in BER) or short strands of oligonucleotides 

(in NER).84 Alternatively to DNA repair, cells can respond to internal signals causing the 

programmed cell death.85 This mechanism also implies nuclease activity. Other nuclease 

activities are involved in modifications and reorganization of nucleic acids topology, like 

topoisomerases,86 which participate in the winding of DNA and site-specific recombinases 

acting during the rearrangements of DNA segments.87 Additionally, RNA splicing, 

processing and maturation required nuclease activities.88–91  

Because of the central role of nucleases in such a variety of functional processes for 

genome maintenance and cell life cycle, these enzymes have been implicated in various 

human diseases. For example, mutations on the gene encoding Dna2 (i.e. DNA2) – a 

nuclease-helicase essential for DNA synthesis and repair – are associated with sensitivity 

to DNA replication stress, genome instability, mitochondrial myopathy, and the primordial 

dwarfism disorder Seckel syndrome.92,93 Concurrently, overexpression of DNA2 is linked 

to different cancer cell such as breast and ovarian cancers.93,94 Another example is 

represented by FAN1, a DNA repair nuclease. Genetic deficiencies, copy number variants, 

and single nucleotide variants of FAN1 (i.e. the gene encoding FANCD2/FANCI-

associated nuclease 1) is associated to chronic kidney diseases, neurological conditions 

such as schizophrenia, cancer, and repeat expansion diseases including Huntington’s 

disease, fragile X and autism syndromes.95 Additionally, mutations on flap endonuclease 

1 (Fen1), lead to autoimmune and chronic inflammation diseases together with different 

type of cancers such as breast, lung, skin, kidney, colorectal, ovarian and testicular 

tumors.96–99 Fen1 related diseases include also Werner syndrome and Vitelliform macular 

dystrophy.100,101  Therefore, inhibition and/or modulation of nucleases have become an 

attractive are therapeutic strategy.102,103 Additionally, in the era of drug resistance, a new 

challenge is to expand the therapeutic targets in order to expand mechanistic drug diversity. 

An emerging approach is to target ribonucleases that mediate RNA mechanisms.104 
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Notably, recent advances in the development of programmable site-specific nucleases have 

revolutionized the idea of genome editing.105 In this context, clustered regularly interspaced 

short palindromic repeats (CRISPR)-associated (Cas) 9 is the most widely used protein for 

genome editing. CRISPR-Cas9 enables efficient, site-specific genome engineering in cells 

and whole organisms and together with other CRIPR systems are already employed to 

alleviate genetic disorders in animals and are now entering the realm of human diseases 

treatment.106 

Given the diversity of nuclease architectures and domains, the different activities 

contributing to specificity, target range, and biased outcomes, a constant and effective 

understanding of nuclease molecular mechanisms and functional properties is required. In 

this regard, computational methods are a powerful resource to further advance on the 

nuclease research, giving deep insight at atomistic level on the catalytic mechanism, thus 

leading to benefits for human health and progress.  

 Diversity and Classification of Nucleases 

Nucleases are enzymes able to perform the cleavage of DNA and RNA. They have a wide 

variety of activities, catalytic architectures and include both protein and catalytic RNA, i.e. 

ribozymes. Thus, nucleases can be classified by different properties and functions (Figure 

I.5).  

One way to classifying them is based on processed substrate (Figure I.5): i) DNase 

recognize and cleave DNA substrates (e.g. Dna2),107 ii) RNase are specific for RNA 

substrates (e.g. RNaseH)108 and iii) sugar non-specific nucleases perform the cleavage of 

both DNA and RNA (e.g. EndoG).109,110 Another classification method is based on the 

recognition properties (Figure I.5), thus: i) sequence-specific nucleases target to a specific 

D(R)NA sequence, e.g. CRISPR-Cas,111 zinc finger nucleases (ZFNs)112 and transcription 

activator-like effector nucleases (TALENs)113, ii) structure-specific nucleases recognize 

specific nucleic acids secondary structures , e.g. FENs family members, xeroderma 

pigmentosum group F-complementing protein (XPF) family, meiotic recombination 

protein 11 (MRE11) family, synthetic lethal of unknown function 1 (SLX1)114. In contrast 

to Pols, nucleases can cleave the substrates with a different polarity (Figure I.5). For this, 

they can be divided in: i) 3’-5’ nucleases, which require 3’ end for substrate recognition 
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and ii) 5’-3’ nucleases, which require a 5’-end for substrate recognition. Additionally, 

nucleases can further be divided based on the cleavage products (Figure I.5). 

 

Figure I.5 Schematic representation of classification methods for nucleases based on:  i) the 

chemical structure of the processed substrate, namely DNA, RNA or sugar non-specific; ii) the 

properties of recognition method, such as sequence-specific or structure-specific; iii) the polarity, 

depending on whether the enzyme recognizes the 3’ end or the 5’ end; iv) the type of products 

formed after the reaction took place, thus endonuclease reaction hydrolyzes the phosphodiester 

bond producing an oligonucleotide fragment, while exonuclease reaction hydrolyzes the 3’ or 5’ 

terminal nucleotide.  

Indeed, exonucleases cleave one nucleotide at time from the end strand (such as Exo1 and 

Exoλ), while endonucleases are able to incise inside the strand (such as Fen1 and group II 

introns), thus leading to an oligonucleotide product. Eventually, according to the catalytic 

mechanism, there are three major classes: i) two-metal-ion mechanism (e.g. type IA, type 

II topoisomerases and group I, group II ribozymes), ii) one-metal-ion mechanism (e.g. 

NucA and EndoG), and iii) metal-independent mechanism (e.g. Cas6 and RNaseA). Due 
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to such great diversity, nucleases cannot be sufficiently identified using any single 

criterion. To complicate even more the rationalization, similar biological functions are 

often achieved by enzymes with unrelated tertiary structures and drastically different 

mechanisms, thus making difficult to predict molecular mechanism and properties of 

unknown nucleases.79 Conversely, similar tertiary structure nucleases may employ 

different catalytic mechanisms.79 Overall, all these evidences show the challenging 

research area represented by nucleases, in which a wide range of different architectures 

and catalytic mechanisms are engaged for the same catalytic reaction.  

 Reaction Mechanism and Catalysis 

Nucleases cleave phosphodiester bonds in nucleic acid polymers on the 5’ or 3’ side (i.e. 

O5’-P or P-O3’ bond cleaved, respectively). The chemical reaction involves the 

deprotonation by a general base of a nucleophile, which in this way is activated for direct 

hydrolysis. After the nucleophilic attack on the phosphorus, a penta-covalent bipyramid 

intermediate is formed followed by the cleavage of the scissile bond and the inversion of 

the phosphorus stereo configuration (i.e. umbrella inversion). This occurs via in-line SN2-

like reaction and it can take place either assisted by one or multiple metal ions115 (Figure 

I.6) or in a metal-independent manner116,117 (this is discussed in more details in the next 

paragraph). Subsequently, a general acid facilitates product formation by protonating the 

leaving group.79 Depending on the side of nucleophile for the in-line attack, two different 

phosphodiester bond are cleaved. For example, if the nucleophile is positioned on the 5’ 

side, P-O3’ bond is cut thus generating 5’-phosphate and 3’OH products (Figure I.6), while 

the 3’-phosphate and 5’OH products are formed when the attack of the nucleophile occurs 

from the 3’ side and the O5’-P bond is cleaved. However, given that 5’-end phosphate is a 

ready substrate for DNA ligation and the 3’OH can be further used as nucleophile by many 

enzymes (e.g. DNA/RNA polymerases, spliceosomes and DNA ligases), those are the 

products most often generated. Differently to polymerases, nucleases can employ different 

nucleophiles to cleave the scissile phosphate bond. A water molecule turns out to be the 

most common nucleophilic species, however other examples of nucleophiles can be: i) 

hydroxyl group at the 3’end of RNA or DNA used during RNA splicing, DNA strand 

transfer or hairpin formation118,119 ii) aminoacids side chains such as tyrosine, serine and 

histidine may form a covalent DNA phosphoryl-protein intermediate during DNA 
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recombination and topoisomerization,87,120 iii) 2’OH group or free ribonucleotides can be 

employed by RNases, forming a labile 2’,3’-cyclic phosphate,90,121 iv) inorganic phosphate 

used by polynucleotide phosphorylases (PNPases) and RNase PH to degrade ss-RNA.122 

 

Figure I.6 Catalytic reaction scheme for the two-metal-ion mechanism adopted by nucleases 

during nucleic acids hydrolysis. By analogy with two-metal-ion mechanism for Pols, the chemical 

reaction is a SN2-like reaction catalyzed by two divalent metal ions, i.e. A and B (in sphere, colored 

in yellow). Both metals actively participate in catalysis by i) facilitating the nucleophile, i.e. 3’O- 

(in red), ii) stabilizing the pentacovalent transition state, i.e. TS, and iii) assisting the 

(oligo)nucleotide leaving group departure. 

 Expanded two-metal-ion architecture 

The two-metal-ion catalytic reaction is employed by several enzymes including nucleases 

and polymerases. Independent of their structural and functional differences, these 

enzymatic machineries display a remarkable degree of structural similarity. For example, 

a first-shell structural architecture of strictly conserved acidic groups chelating the catalytic 

ions is crucial for efficient DNA and RNA processing.45 However, recent structural 

investigation have identified in different enzyme classes two positively charged elements 

with a conserved spatial locality in the second coordination shell of the catalytic ions. In 

this respect, crystallographic structures of self-splicing group II intron ribozyme have 

revealed two catalytic potassium ions (namely, K1 and K2) located close to the active 

site.123,124 Subsequent analysis of six classes of ribozymes and protein enzymes identified 

two second-shell structural elements (recognized as K1- and K2-like), which i) occupy 

similar positions, ii) contribute to modulate both the electrostatics of the catalytic site and 

substrate stability, iii) are evolutionarily conserved, and iv) their mutation is linked to 

functional defects. Overall, these structural evidences outline a larger two-metal-ion 
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architecture. This in turn may reveal a common strategy of different two-metal-ion 

enzymes, such as group II introns, nucleases, and DNA/RNA polymerases to ensure 

fidelity, substrate specificity, and catalytic efficiency for nucleic acids processing.125 

Additionally, these outcomes stimulate the research of finding additional elements to reveal 

a more complex two-metal-ion architecture. 

 Role of Metal Ions 

Metallonucleases are enzymes which catalyze the D(R)NA phosphodiester bond 

hydrolysis availing of metal-ion-dependent catalysis.126,127 The most common and 

abundant divalent metal ions are Mg2+ and Ca2+,128 nevertheless Zn2+, Fe2+ and Mn2+ can 

also be found essential and widespread. The main advantage of having such ions within 

the active site is the high density of positive charge, which balances the highly negative 

charges of phosphodiesters along the D(R)NA backbone. Additionally, metal ions have 

specific coordination shell that varies in geometry and stiffness depending on the ion 

properties. The most common coordination geometry is octahedral,129 as it is for Mg2+ and 

Fe2+, which have six ligands in their first coordination shell. Ca2+ and Zn2+, on the other 

hand can have different geometries in addition to octahedral, such as tetrahedral or even 

more complex with seven to nine ligands.130,131 The ligands coordinating metal ions can be 

either water molecules or protein residues. These latter usually constitute the conserved 

active site of metalloenzymes, such as aspartate, glutamate, histidine or serine residues.  

Nucleases can be grouped into three main classes based on the role of the metal ions 

during catalysis: i) two-metal-ion, ii) one-metal-ion, and iii) metal-independent nucleases. 

There is also a further group of nucleases where a third metal ion (or even more than one) 

is suggested to be involved in the catalysis,127,132,133 in a similar way found for Pols.2,3 This 

additional case is discussed separately.  

 Metal-Dependent and Independent Catalysis 

X-ray crystallographic structures of nucleases often captured the presence of two metal 

ions in the active site, thus revealing a recurrent two-metal-ion mechanism for metal-aided 

phosphodiester bond hydrolysis (Figure I.6).134 Such mechanism was first proposed for 3’-

5’ DnaQ-like exonuclease,135 and over years further extended to several other enzymes 

such as nucleases, polymerases, topoisomerases and even ribozymes. It consists of two 
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divalent metal ions (i.e. MA and MB, usually Mg2+) ~ 4 Å apart bound in the enzyme active 

site. Here, conserved residues (commonly Asp and Glu) coordinate the two catalytic ions 

together with water molecules and the scissile phosphate, which is placed on top of the 

two-metal-ion center. MA is generally coordinated by the nucleophile, thus facilitating the 

nucleophile deprotonation while MB stabilizes the leaving group during product formation. 

Additionally, the high negative charge formed in the pentacovalent transition state (TS) is 

balanced by the positive charge of metal ions, which are likely to move closer than 3.5 Å 

to stabilize the TS complex.136 The majority of nucleases employ the two-metal-ion 

catalysis. 

An alternative mechanism adopted by metallonucleases is the one-metal-ion catalysis, 

where MA is absent while MB is conserved.115 The latter is supposed to destabilize the 

scissile bond and thus facilitate the nucleophilic attack by involving two oxygen atoms 

from the scissile phosphate with a non-optimal coordination angle (O-MB-O). The most 

common nucleases adopting such mechanism are ββα-Me superfamily and HUH 

nucleases.  The active site arrangement is quite different from the two-metal-ion 

architecture and in both classes the nucleases involve at least a conserved His residue to 

coordinate the metal ion. Additionally, in HUH enzymes a second histidine is required for 

metal-ion coordination. Notably, both metal-ion selection and substrate specificity are less 

stringent than two-metal-ion catalysis. Indeed, several ββα-Me superfamily members can 

equally process both DNA and RNA substrates.137  

DNA and RNA metal-independent nucleases are also available in nature. In contrast 

with metal-dependent mechanism where commonly the nucleophile is a water molecule, 

metal-independent catalysis appear to use protein side chains or 2’-OH as nucleophilic 

species. Specifically, for DNase a phospho-enzyme covalent intermediate is formed via 

Tyr, Ser or His side chain.87,138,139 For RNase instead, the nucleophilic attack of 2’-OH 

generates 2’,3’ cyclic phosphate intermediate. This requires for catalysis to proceed a local 

backbone distortion together with the base unstacking and unpairing.140–143 However, 

despite sharing metal-independent mechanism, the active site and tertiary structure of such 

nucleases are quite different.  
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 A Third Metal Ion for Catalysis 

Outstanding exceptions among nucleases concern the presence of a third divalent metal ion 

within the active site. Structural and biochemical data suggest that such additional ion have 

a role during catalysis. For example, time-resolved crystal structures captured three metal 

ions in different intermediates of homing endonucleases I-DmoI during DNA double-

strand break (DSB) reaction (Figure I.7).58 During the catalysis, specific hydrolysis of two 

phosphodiester bonds within both strands takes place. Here, both structural and 

computational studies showed that a third transient metal ion is pivotal for the reaction to 

be accomplished. Indeed, it provides the proper geometry and chemical environment for 

catalysis, additionally it triggers the sequential cleavage of both DNA strands.58 This 

proposed mechanism seems to be shared with other homing endonucleases, such as I-SceI 

where three metal ions were captured by crystallographic structures.144  

Three Zn2+ ions have been found in the active site of two unrelated nucleases: i) AP 

endonuclease IV (Endo IV) that cleaves dsDNA, and ii) nuclease P1/S1 that cleaves 

ssDNA.145 High resolution crystallographic structures (Figure I.7) of Endo IV highlighted 

the resemblance of two over three Zn2+ ions to MA and MB
 while the third Zn2+ locates in 

a position similar to a histidine residue present in other AP endonucleases, such as APE1.79 

Here, the third ion is supposed to stabilize a twisted conformation of the scissile phosphate 

in the active site. Structural data analysis together with ab initio QM/MM MD further 

suggested that such additional ion may be responsible for stabilizing the developing charge 

on the leaving group toward the end of the reaction.132 Although P1 nuclease is unrelated 

in amino acid sequence and tertiary structure to Endo IV, both shared a similar active site 

in which Asp and His residues coordinate the three metal ions. Experimental results on 

both P1 and Endo IV, suggested a similar role for the third zinc ion during catalysis.146  

Other nucleases with three metal ions in the active site also exist. For example, kinetic 

data further supported by crystallographic structures suggest a possible involvement of 

three magnesium ions during T5FEN catalysis (Figure I.7).147 Belonging to the same FEN 

superfamily, human Exonuclease 1 (hExo1) has been recently co-crystallized in complex 

with DNA substrate and metal ions. In these recently published time-resolved crystal 

structures, the presence of a third divalent metal ion in the close proximity of the active 

site, is recurrent in all the pre-reactive structures (four in total, PDB ID 5V06-9).148 In the 
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Results chapter, it is presented a computational investigation on the recruitment mechanism 

and functional role of such ion. Furthermore, three metal ions mechanism is also suggested 

for EcoRV restriction endonuclease, where the additional metal ion may play a structural 

role.149 Eventually, a third metal ion involved during catalysis in ribonuclease H (RNase 

H) was first proposed starting from MD simulations and recently supported by several 

crystallographic data (Figure I.7), showing a complex monovalent- and divalent-cation 

trafficking during the catalytic process.150 Subsequent MD simulations and free energy 

calculations gave insight into the role of such ions. Indeed, it is suggested that the correct 

substrate positioning is carried out by monovalent transient ions, while the third transient 

Mg2+ triggers the subsequent release of the leaving group.151  

 

Figure I.7 Close view of the active sites (in licorice, colored in blue), DNA/RNA substrates and 

the three divalent metal ions (in spheres) of different nucleases. In particular, crystal structures of 

I-Dmol (PDB ID 4UN958), Endo IV (PDB ID 2NQJ145), T5 FEN (PDB ID 5HMM147, 5HNK147) 

and RNase H (PDB ID 6DPO150) are represented. Catalytic Mg2+/Mn2+ are colored in orange, 

while Zn2+ ions are in green. Representation of T5 FEN is obtained superimposing the active site 

and divalent ions from PDB ID 5HMM and the DNA substrate (in transparent cartoon) from PDB 

ID 5HNK.  

All together these evidences suggested that the recurrent presence in crystallographic 

structures together with bot experimental and computational results indicate an intriguing 

relevance of such additional ion not only for Pols but also for nucleases catalysis.  
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 RAD2/FEN superfamily of nucleases 

The cleavage of phosphodiester bond of nucleic acids is an essential function in cellular 

processes, such as genome maintenance, replication and repair, RNA processing, 

maturation, interference and eventually apoptosis. The origin for the complexity and 

variety of nucleases is to carry out all these functions and for these they have developed 

diverse strategies for recognizing and cleaving DNA/RNA based on specific: i) sequence 

(e.g., type II restriction endonucleases),152 ii) structure (e.g., FEN superfamily 

members),153 or less commonly iii) length (e.g., endoribonuclease Dicer).154 Flap 

endonucleases (FENs) superfamily belongs to the 5’ structure-specific nucleases and 

comprises both endo- and exonucleases. The eukaryotic members (Figure I.8) of the 

superfamily are Flap endonuclease 1 (FEN1), Exonuclease 1 (Exo1), Gap endonuclease 1 

(GEN1) and Xeroderma pigmentosum complementation group G protein (XPG). All these 

enzymes are able to bind and cleave specific 3-dimensional structures of DNA substrates 

with a 5’-strand polarity.155,156 For example, FEN1 primary substrate is 5’-3’ double flap 

DNA, Exo1 recognizes 3’ overhang DNA substrates, GEN1 is specific for Holliday 

junctions formed during recombination, and XPG recognizes bubble substrates generated 

during nucleotide excision repair of DNA lesions (Figure I.8).157 Despite the diversity of 

preferred substrate structures these enzymes share some similarities. They all perform the 

phosphodiester bond hydrolysis using the two-metal-ion mechanism (Figure I.6), where 

the scissile phosphate is located in between the first and second nucleotides within dsDNA 

region. Additionally, FEN superfamily members share a similar enzyme architecture with 

common domains (Figure I.8), i.e. i) the nuclease domain where the two-metal-ion catalytic 

site is located, ii) the mobile arch, which overhangs the nuclease domain and it is formed 

by the gateway and the cap regions, iii) the wedge domain, iv) the H2TH, which has a 

monovalent ion binding site and it is partially responsible for dsDNA binding, and v) the 

β-pin domain.157 Misplaced phosphodiester bond hydrolysis can compromise genetic 

information, function and other sensitive processes. For this reason, structure-based 

nucleolytic activity is often strictly regulated. Regulation is achieved through the 

cooperation with other proteins in multistep transactions, which influence the substrate 

selection and the moment to cleave it.156 How the first approach of enzyme-cognate 
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substrate happens, how specificities for substrate recognition are defined, and how this is 

regulated are central open points that require deeper understanding. 

 

Figure I.8 On top, crystallographic structures of eukaryotic FEN superfamily members, i.e. FEN1 

(PDB ID 5KSE158), Exo1 (PDB ID 5V06148), XPG (PDB ID 6TUW159, 6VBH160) and GEN1 (PDB 

ID 6GRD161) in complex with their DNA substrate. The enzymes are colored by the common 

domains: i) the nuclease domain (in blue) where the two-metal-ion catalytic site is located; ii) the 

mobile arch (in green), which overhangs the nuclease domain; iii) the wedge domain (in yellow); 

iv) the H2TH (in pink), which has a monovalent ion (in sphere, colored in magenta) binding site 

and it is partially responsible for dsDNA binding. For XPG, the image is obtained by 

superimposing the enzyme structure from PDB 6TUW and the DNA substrate from PDB 6VBH. 

On bottom, the schematic representations of the main substrates recognized and hydrolyzed by the 

corresponding enzyme. Cleavage site in indicated by the red arrow.   

Here, structural data together with experimental and computational studies contributed 

to give useful insight on the molecular basis for human FENs catalysis. In particular, 

hFEN1 and its paralogue hExo1 have been recently characterized to shed light on key 

structural features by which the similar active site can specifically accommodate the 

appropriate substrate.162–164 Notably, while hFEN1 has a primarily endonucleolytic activity 

and cleaves 5’-flap substrates, hExo1 preferentially cleaves one nucleotide at a time in 5’-

recessed end substrates. However both enzymes are able to perform both reactions, 

although with different catalytic rates.165 Biochemical and structural studies have shown 

how the mobile arch in hExo1 and hFEN1 plays an active role in the exclusion of incorrect 

substrates. Firstly, the dimensions of the mobile arch is wide enough to allow through only 
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a single strand of DNA, thus discriminating a 5’-flap single strand from a 5’ double 

strand.162,163,166 This evidence rules out a process, the threading mechanism, where both 

enzymes thread 5’-flap DNA through a structured arch. Intriguingly, several 

crystallographic structures of hFEN1 have additionally underscored a disorder-to-order 

mechanism that precedes the DNA threading. Such mechanism is characterized by a 

significant flexibility of the mobile arch, which gradually goes from disorder to order 

conformation.153 Importantly, this mechanism is not observed in hExo1. Additionally, 

recent in crystallo reaction intermediates together with mutagenesis data have contributed 

to suggest a further strategy to enhance the specificity and catalysis in FENs members.158 

The proposed mechanism, the so-called phosphate steering mechanism, consists in an 

electrostatically driven steering of the 5’-flap phosphates, to properly position the scissile 

bond at the two-metal-ion site. Four second- and third-shell positively-charged residues 

(i.e. Arg and Lys) are proposed to take part and promote such mechanism. Notably, these 

residues are (semi)conserved in the FEN superfamily, thus suggesting a possible extension 

of the phosphate steering mechanism over the family members.158  

Despite the extended characterization different questions remain to be clarified. For 

example, which is the molecular origin for different catalytic activity preferred by hFEN1 

and hExo1. Again, how the recurrent presence in both Pols and nucleases of strategically 

located positively charged elements governs substrate positioning and the catalytic process.  

 Nuclease Applications: Genome Editing and Therapeutic Targets  

Among all nucleases, in the last decade CRISPR-Cas systems have drawn attention as 

genome editing technology for the advantages of low cost, high efficiency and simple 

design.167 However, zinc finger nucleases (ZFNs) and transcription activator-like effector 

nucleases (TALENs) are also mainstream tools for such application. Genome editing is 

referred to the modification of genomic DNA at a specific target site. Over the years, such 

technology has been found to be an effective method applicable in various fields, ranging 

from basic research to applied biotechnology and biomedical research.168 It is a useful tool 

to study the pathogenesis of hereditary diseases, gene function, and to develop novel targets 

for gene therapy. An interesting and innovative example, concerns designer nucleases. In 

contrast to small-molecules drug approach, designer nucleases allows a permanent 

inactivation of disease-causing targets thus leading to the inhibition of virus-associated 
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cancers.169 The binding site of designer nucleases recognizes a specific DNA site and in 

these the active site cleaves through a double stranded break (DSB) mechanism. This 

induces the activation of non-homologous DNA end joining (NHEJ) pathway, which is 

highly error-prone, thus causing deleterious mutations or gene inactivation. Examples in 

which designer nucleases have been applied to inactivate integrated and viral DNA 

genomes are the cases of human immunodeficiency virus (HIV)170 and hepatitis B virus 

(HBV),171 respectively. Although genome editing and similar techniques are broadly 

applied nowadays, particular attention and further studies are required in order to overcome 

some possible side effects such as off-target effects, delivery methods, immunogenicity 

and potential risk of cancer.172–175  

In addition to genome editing, many nucleases are associated to different diseases 

ranging from genetic, infectious diseases and cancers. For this they are potential 

therapeutic targets. For example, Dna2 nuclease is overexpressed in pancreatic cancers, 

which is among the more aggressive forms of human cancers.176 Such nuclease is an 

essential enzyme in replication and homologous recombination (HR) repair and it is often 

employed by cancer cells to overcome replication stress and survive. Moreover, depletion 

of Dna2 significantly reduces pancreatic cancer cell survival, thus suggesting the 

therapeutic potential of its inhibition.176 Mutations in other nucleases participating in HR 

are associated with diseases in a direct or indirect way (i.e. they lead to an accumulation of 

damage or to a predisposition to cancer).177 For example MUS81, a member of the XFP 

family, is suggested to have a role in tumorigenesis and MUS81-deficient cells show 

chromosomal aberrations. Mutations in XPF and SLX4 proteins have been recognized, 

respectively: i) in patients with Xeroderma pigmentosum (XP) and a progeroid syndrome 

(XFE), and ii) in patients with Fanconi anemia complementation group P and hereditary 

breast cancer. Moreover, FEN1 and Exo1 nucleases have an essential role in genomic 

stability and cancer predisposition. Indeed, clinically relevant FEN1 mutations are clearly 

linked to compromised function, genomic instability and cancer,96,178,179 while FEN1-

deficient mice show an increased susceptibility to cancers.178 While Exo1 has been 

suggested to contribute to non-polyposis colorectal cancer (HNPCC) and sporadic 

colorectal cancers (CRC).177,180  
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 Scope of the Thesis 

Polymerases and nucleases are metalloenzymes that process nucleic acids using metal ions 

to catalyze the extension and cleavage of nucleic acids, respectively. To do so, they mostly 

operate via the well-known two-metal-ion mechanism. Given that, despite exhibiting 

relevant differences in structure and catalytic properties, they share common catalytic 

elements that comprise the two catalytic ions and their coordinating acidic residues (i.e. 

the first coordination shell). Nevertheless, recent studies revealed the recurrent presence 

nearby the active site of different metalloenzymes of additional structural elements that 

interact with the substrates. This in turn suggest an extended two-metal-ion-centered 

architecture. In particular, recent in crystallo reaction intermediates of hExo1 have 

captured a third divalent metal ion intermittently bound close to the two-metal-ion active 

site. Evidences of this third ion has been observed in several polymerases and nucleases. 

Similarly, crystallographic structures together with mutagenesis data of hFEN1, suggest 

that four Arg/Lys residues operate the phosphate steering mechanism to favor specificity 

and catalysis. Interestingly such positively charged residues are located in the second- and 

third-shell of the two-metal-ion active site and moreover they are conserved among FENs 

superfamily members.  

The aim of this thesis is to investigate whether these elements have a catalytic function 

and what is their role for nucleic acids processing using molecular dynamics simulations 

and enhanced sampling techniques. First, 0 discusses the functional role of the transient 

third metal ion during hExo1 catalysis. Additionally, the conformational switching of a 

structurally conserved acidic residue is investigated to define a Glu(Asp)-mediated 

mechanism for third ion recruitment and nucleic acid hydrolysis. Second, Chapter IV 

investigates the role of four basic residues in promoting catalysis and preventing off-target 

incision in hFEN1. Moreover, it is discussed the molecular mechanism for structure-based 

selection of specific DNA substrates controlled by such conserved Arg/Lys residues nearby 

the active site. 
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 Computational Theory and Principles 

 Molecular Dynamics Simulations 

Molecular Dynamics (MD) simulations are computational techniques employed to 

studying a microscopic unit (i.e. the simulation box) of macroscopic systems (e.g. 

enzymes). These tools are frequently applied in order to provide a wide variety of 

biomolecular processes, such as ligand binding/unbinding, conformational changes of 

biological macromolecules, as well as kinetic and thermodynamic properties. MD 

simulations predict time-dependent behavior of complex molecular systems revealing the 

positions of all the atoms at femtosecond temporal resolution. To do so, MD simulations 

exploit the Newton’s equation for systems of N interacting atoms (i) [1].181  

 𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
=  𝐹𝑖  ,        𝑖 = 1, 2, … , 𝑁 [1] 

Where, 𝐹𝑖 is the force acting on atom i with mass 𝑚𝑖 and position 𝑟𝑖. Given that the force 

can be expressed as the gradient of the potential energy (𝑑𝑉), the formula [1] can be written 

as: 

 𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
=  −

𝑑𝑉

𝑑𝑟𝑖

 [2] 

To reproduce the behavior of the atoms, the Newton’s law of motion has to be 

simultaneously integrated for all the atoms i. However, there is not an analytical solution 

for that, thus numerical algorithms are employed. These are based on time discretization, 

where the value of ∆𝑡 is dictated by the fastest degrees of freedom, such as bond vibration. 

For example, in MD simulations ∆𝑡 ~ 1-2 fs. The most commonly used algorithm is the 

velocity-Verlet algorithm, which uses [3] to calculate the atoms position 𝑟𝑖: 

 𝑟𝑖(𝑡 + ∆𝑡) = 𝑣𝑖(𝑡)∆𝑡 +
𝐹𝑖(𝑡)

2𝑚𝑖

∆𝑡2 [3] 

And the velocities are given by: 

 𝑣𝑖(𝑡 + ∆𝑡) = 𝑣𝑖(𝑡) +
𝐹𝑖(𝑡 + ∆𝑡) + 𝐹(𝑡)

2𝑚𝑖

∆𝑡 [4] 
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At each time step (i.e. ∆𝑡) coordinates and velocities are generated and stored in order to 

collect the time-dependent trajectory of the system. The global flow for MD simulations 

can be described as: 

1. A set of initial coordinates (𝑟𝑖) and velocities (𝑣𝑖) for all the atoms is given. 

2. The force (𝐹𝑖) acting on each atom at time (𝑡) is computed. 

3. The acceleration for each atom is derived from 𝐹𝑖. 

4. The coordinates and velocities at time 𝑡 + ∆𝑡 are computed.  

5. The configuration of the atoms is updated. 

Here, the force acting on each on each atom is defined as the negative gradient of an 

empirical potential function (𝑉), which takes into account the interactions of the atom 𝑖 

with the others. 𝑉 is composed by two major terms, i.e. the bonded and the non-bonded 

interactions, and it has the following formula: 

 

 𝑉 = ∑ 𝑘𝑟(𝑟 − 𝑟0)2 + ∑ 𝑘𝜃(𝜃 − 𝜃0)2 +

𝑎𝑛𝑔𝑙𝑒𝑠𝑏𝑜𝑛𝑑𝑠

∑ 𝑘𝜑[1

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

+ cos(𝑛𝜑 + 𝜑0)]

+ ∑ ∑ 4𝜀𝑖,𝑗 [(
𝜎𝑖,𝑗

𝑟𝑖,𝑗

)

12

− (
𝜎𝑖,𝑗

𝑟𝑖,𝑗

)

6

]

𝑗≠𝑖

+ ∑ ∑ 4𝜀𝑖,𝑗

𝑗≠𝑖

𝑞𝑖𝑞𝑗

𝜀0𝑟𝑖,𝑗
𝑖𝑖

 

[5] 

Where, the first three terms are the potential energy for bond stretching, angle bending and 

proper/improper torsions, respectively. While the last two terms refer to the potential 

energy for Van-der-Waals interactions, derived from the Lennard-Jones 6-12 potential,182 

and electrostatic interactions, as the Coulomb’s law. All five terms of [5] are parametrized 

to fit both experimental and computational data and the parameters are collected in the so-

called ‘force-field’. The most commonly used force-field for MD simulations are 

AMBER,183 GROMOS184 and CHARMM.185  

MD simulations is a type of deterministic simulation, contrary to Monte Carlo 

simulations, for example, which is a non-deterministic method. It means that given a 

particular input (e.g. a set of coordinates and velocities), the algorithm will always produce 

the same output (e.g. the new sets of coordinates and velocities).  
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In agreement with the ergodic hypothesis, when the MD simulation time approaches 

infinite the system is assumed to have sampled uniformly all the available phase space, and 

the ensemble average of a property P is equal to the time average:  

 𝑃𝑎𝑣𝑔 = lim
𝑡→∞

1

𝑡
∫ 𝑑𝑡′𝑃(𝑟, 𝑡′)

𝑡

0

 [6] 

Two main limitations come from MD simulations approach. Firstly, the reliability of the 

results obtained strictly depends on the accuracy of the force-field used. However, 

nowadays the trustworthiness of force-fields available for most of the biological systems - 

such as protein, nucleic acid, water molecules and metal ions - is surprisingly improved, 

thus reproducing reliable results. Secondly, the computational cost of simulating large 

systems on a relevant time scale. Indeed, some of the most interesting events, like protein 

conformational changes, ligand binding or protein folding require a timescale usually 

longer than the simulation time routinely accessible. Such limitation can lead to inadequate 

sampling of conformational states, which in turn limits the ability to capture functional 

properties of the simulated systems. Although the constant development of algorithm and 

hardware push out further such type of limitations, an effective idea to accelerate the 

thermodynamics calculation is using enhanced sampling techniques. 

 Challenges of Molecular Dynamics Simulations for Nucleic Acid 

Processing Metalloenzymes 

Metal ions play an essential role in numerous vital processes.186,187 For example, they can 

screen electrostatic interactions that develop between charged biomolecules like nucleic 

acids and proteins. Significantly, by binding to the active site, divalent metal ions act as 

cofactors in metalloenzymes and ribozymes, thus increasing the rate of the chemical 

reaction to be performed. In this context, magnesium ions, Mg2+, are particularly important 

for nucleic acid processing metalloenzymes.45 Given the biological and chemical relevance 

of such ions, many efforts have been made in order to develop accurate Mg2+ force fields 

for reproducing their behavior with MD simulations.188,189 Currently, the most commonly 

used force fields are the non-polarizable forms.190 One of the main advantages is that they 

are not computationally demanding.191 Moreover, by wisely adjusting the Lennard-Jones 

(LJ) parameters based on experimental properties, non-polarizable force fields may 
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implicitly account for polarizability.190 Regarding this, two main strategies can be applied 

for constructing divalent metal ion force fields. Such strategies are based on bonded and 

non-bonded models.188 The bonded model employs empirical bonding terms to impose the 

correct coordination structure, thus it do not allow the exchange of ligands in the first 

coordination shell.192,193 Such limitation may impede to capture and describe important 

events for biochemical systems, such as changes in coordination state or binding mode. 

Given that, most of the computational studies on biologically interesting systems use the 

non-bonded model.194 At present, this approach represent the metal ion as a point charge 

surrounded by a non-electrostatic pairwise potential that most commonly is the LJ 

potential.194 Such potential is defined by a repulsive and an attractive term that vary as 𝑟−12 

and 𝑟−6, respectively, in which 𝑟 represent the internuclear distance (12-6 model).188,194 

More recently, the further addition of 𝑟−4 term has improved the LJ potential 

description.195 Importantly, while for monovalent ions Joung-Cheatham parameters196 are 

now default in Amber force fields, for divalent metal ions is more complex. Indeed, ideal 

parameters that reproduce several experimental properties at once for divalent metal ions 

are very difficult to obtain with non-bonded model, due to the underestimation of metal 

ion-ligand interactions.195 Currently, different parameters to simulate Mg2+ ions in water 

are available and optimized to reproduce experimental data, such as solvation free energy, 

activity derivative, and water residence time. Among them, Åqvist197, Allnér-Villa198 and 

Li-Merz199 parameters are the most widely used to simulate Mg2+ ion in combination with 

TIP3P200 water model. The Åqvist parameters, for example, were obtained calibrating the 

calculated hydration free energy against the experimental data.197 However, they fail to 

reproduce thermodynamic or ion specific effects,201,202 thus causing artifacts in simulations 

with nucleic acids and protein. On the other hand, Allnér-Villa parameters focuses on 

kinetic features of the ion-binding, such as activation energy and ion exchange rate.198 By 

reproducing the kinetic properties of Mg2+ ion binding with water and phosphate ion, such 

parameterization improved the description of Mg2+ interacting with nucleic acid during 

simulations. However, these parameters underestimate the rate of water exchange and 

consequently they have high energetic barriers, Mg2+ association/dissociation too slow, 

binding affinity too high, and binding distance too small.188 Eventually, the Li-Merz 

parameters199 focused on divalent metal ions parameterization for MD simulations 
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employing the PME method. Such parameters represent a good compromise in reproducing 

the experimental free energies solvation, ion-oxygen distances, and coordination numbers 

for different divalent metal ions. Overall, among all the parameters, the more recent 

developed by Allnér-Villa and Li-Merz, appear to be more adequate and reliable for 

biochemical system simulations, even though with some limitation. Indeed both of the 

parameters are among the most widely used in the field.  

Complementary to metal ions, fast improvements of force-fields for DNA have been 

achieved.203–205 In this regards, the main progressions can be summarized into two main 

paths, i.e. the work done by the Orozco group (‘BSC’) and the collective work done by 

research groups from the Czech Republic (‘OL’). Currently, the most recent Amber force-

fields modifications for DNA are the bsc1206 and the OL15207. Both were developed to 

improve the accuracy of MD simulations of double-stranded DNA. Specifically, the bsc1 

includes previous bsc0208 modifications and additional modifications to the sugar pucker, 

the χ glycosidic torsion, and the ε and ζ dihedrals. On the other hand, the OL15 consist of 

the combination of bsc0 modifications and additional modifications to the χ torsion, the β, 

ε and ζ dihedrals.207 Given the importance of being able to simulate the structure and 

dynamics of nucleic acids, few studies have been conducted to compare such force-fields 

for DNA.209,210 The results of such comparisons have led to the conclusions the both 

parameters perform in a similar manner and they are equally reliable.  

 Enhanced Sampling Techniques 

A possibility to overcome timescale issue in MD simulations and drive the system to 

explore the phase space of interest, is represented by the enhanced sampling techniques. 

These are extensively used and allow the system to sample complex (or rare) events. In 

general, a bias potential energy is added to the Hamiltonian of the system, thus lowering 

the energy barrier and increasing the sampling transition space. Such techniques include a 

wide variety of methods, such as umbrella sampling, replica exchange molecular dynamics, 

adaptive biasing force method, simulated annealing and metadynamics. This latter have 

been employed in this thesis to characterize rare events for the systems of interest.  

 

 



30 
 

 Metadynamics 

Metadynamics (MetaD) is an atomistic simulation method that allows acceleration of rare 

events and estimation of the free energy of complex molecular systems.211 In MetaD the 

bias is added to the potential on a selected number of degrees of freedom, denoted as 

Collective Variables (CVs).212,213 CVs are defined as a low dimensional function (𝑆) of 

microscopic coordinates (𝑅), which describe the slow motion in the process taken into 

account. This external bias (𝑉𝐺) is history-dependent, thus discouraging previously visited 

states be re-sampled and it is composed of intermittently added Gaussian functions.214 It 

can be written as: 

 𝑉𝐺(𝑆, 𝑡) = ∫ 𝑑𝑡′𝜔
𝑡

0

𝑒𝑥𝑝 (
(𝑆𝑖(𝑅) − 𝑆𝑖(𝑅(𝑡′)))

2

2𝜎𝑖
2 ) [7] 

Where 𝜎𝑖 is the width of the Gaussian hills for the 𝑖th CV, and 𝜔 is a constant energy rate 

defined as the ratio of the Gaussian height (𝑊) and the deposition stride (𝜏𝐺): 

 𝜔 =
𝑊

𝜏𝐺

 [8] 

The general flow of metadynamics simulations can be schematized as:  

1. Initially, the walker is trapped in a minimum of the potential energy surface and the 

external bias is zero.  

2. Gradually adding Gaussian hills on the selected CVs, the walker is forced out into 

the unexplored regions of the energy landscape. 

3. Once the free energy surface (FES) is completely filled and the walker can freely 

explore all the minima in the landscape, the simulations has reached the 

convergence.  

4. The criterion of convergence is necessary in order to reconstruct properly the FES 

by summing the deposited Gaussian hills.  

Indeed, the free energy can be derived from a metadynamics calculation because the 𝑉𝐺 

provides an unbiased estimate of the free energy: 

 lim
𝑡→∞

𝑉𝐺(𝑆, 𝑡) ~ − 𝐹(𝑆) [9] 
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Where 𝐹(𝑆) is expressed as: 

 𝐹(𝑆) = −
1

𝛽
ln (∫ 𝑑𝑅𝛿(𝑆 − 𝑆(𝑅)𝑒−𝛽𝑉(𝑅))) [10] 

In which 𝛽 = (𝑘𝐵𝑇)−1, where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature of the 

system and 𝑉(𝑅) is the potential energy function.  

Two main drawbacks can arise from metadynamics simulations, the selection of the CVs 

and the determination of convergence. The reliability of the reconstructed free energy 

landscape from metadynamics crucially depends on the employed CVs. This reliance is 

common to all methods based on adding a bias potential that only depends on selected CVs. 

The latter can span from very simple variables like distances or dihedral angles to more 

complex variables like PCA or Path CV. In order to guarantee metadynamics to work 

effectively, CVs have to respect some conditions: 

- For a multistable system, different metastable states should correspond to different 

values of the CVs. 

- The CVs should be able to distinguish transition states. Indeed, metadynamics is 

inclined to accelerate transitions by stabilizing the transition state relative.  

- The CVs employed should be limited in number, since reaching convergence of a 

multidimensional space becomes more computationally expensive as the 

dimensionality of the space grows. 

Once the CVs are correctly selected, the free energy minima are filled with Gaussians and 

the dynamics becomes diffusive in CV space and the metadynamics gradually reaches the 

convergence criterion.215 However, if transitions between different states rarely happen 

during the simulations, the time average of the bias potential is not guaranteed to converge 

to the negative of the free energy as in [9]. On the contrary, extending too much the 

simulations may drive the system in CV space regions that are not physically relevant. For 

this, determining whether to proceed or to interrupt the metadynamics is absolutely not 

trivial. Fortunately, a possible solution to this issue is offered by the well-tempered 

metadynamics method.216 
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 Well-Tempered Metadynamics with a Confined Procedure 

Well-tempered metadynamics is a variant of metadynamics in which the heights of the 

Gaussian hills (𝑊) are scaled at each step according to: 

 𝑊 = 𝜔𝜏𝐺𝑒
−

𝑉𝐺(𝑆,𝑡)
𝑘𝐵∆𝑇  [11] 

In practice, during well-tempered metadynamics the bias deposition rate decreases over 

simulation time and the external bias 𝑉𝐺 is expressed by: 

 𝑉𝐺(𝑆, 𝑡) = ∆𝑇 ln (1 +
𝜔𝑁(𝑆, 𝑡)

∆𝑇
) [12] 

Where 𝜔 has the dimension of an energy rate, and 𝑁(𝑆, 𝑡) is the histogram of the S 

variables obtained from the simulations. Consequently, using [12] the FES can be 

estimated as: 

 𝐹(𝑆, 𝑡) = −
∆𝑇

𝑇 + ∆𝑇
𝑉𝐺(𝑆, 𝑡) [13] 

Considering the two limiting situations, i.e. ∆𝑇 = 0 and ∆𝑇 → ∞, in the first case the bias 

is zero, thus ordinary MD is recovered, while for second case the deposition rate is 

constant, thus standard metadynamics is retrieved. Advantages of well-tempered method 

are several. For example, the exploration in the CVs space is facilitated by tuning ∆𝑇 value, 

which in turns may limit the exploration to physically interesting regions of the FES. 

Eventually, issues related to longer simulations, such as overfilling problem, are avoided.  

Combined with well-tempered metadynamics, the confined procedure has been 

developed by La Sala et al. in order to deal with specific cases.216,217 Considering a system 

having a bistable energy profile, where basin A gathers conformations of interest while 

basin B includes irrelevant conformations. To optimize the use of computational resources, 

the goal is to sample as much as possible the states in basin A, avoiding to sample basin B. 

Possible solutions to achieve this goal are available, such as the use of restraining potential, 

however these are often related to non-trivial issues. Here, the confined approach offers a 

possible option. With this method, during the metadynamics simulations when a walker 

hits a selected CV target value, which delimits the boundary between basin A and basin B, 

the simulation stops. Subsequently, it is restarted from a random conformation stored in a 
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pool P of frames saved during the exploration of basin A. In this way, the walker continue 

to sample relevant conformations by improving the sampling of transversal and often rather 

slow degrees of freedom. In practice, the approach can be schematized as follow: 

1. The metadynamics starts and the selected CV is monitored every n ps to 

determine which state the system is exploring. 

2. If the system is in A, the current conformation is stored in the pool while the 

simulation can proceed. 

3. If the system is found in B, the simulation is restarted from a randomly chosen 

conformation previously stored in the pool. 

This approach have been successfully applied in this thesis in order to study the unbinding 

process of a leaving group from the active site of enzymes.  

 Path Collective Variable 

In many cases regarding complex biological systems, such as large conformational changes 

or ligand-protein interactions, finding a limited number of CVs that take into account all 

the relevant degrees of freedom is not obvious. For this reason, in cases where the initial 

and the final states are known it is possible to define a putative path to connect them and 

two CVs which are functions of it. These latter allow to compute the progress along a high-

dimensional path (s) and the distance from the high-dimensional path (z). The fist (s) is 

computed as: 

 𝑠 =
∑ 𝑖 𝑒𝑥𝑝(−𝜆𝑅[𝑋 − 𝑋𝑖])𝑁

𝑖=1

∑ 𝑒𝑥𝑝(−𝜆𝑅[𝑋 − 𝑋𝑖])𝑁
𝑖=1

 [14] 

While z is measured as: 

 𝑧 = −
1

𝜆
ln [∑ 𝑒𝑥𝑝(−𝜆𝑅[𝑋 − 𝑋𝑖])

𝑁

𝑖=1

] [15] 

Where 𝑁 is the number of high-dimensional frames (𝑋𝑖) describing the path, 𝑅[𝑋 − 𝑋𝑖] are 

the distances from each frames. In general, the protocol to apply Path CV approach with 

metadynamics simulations require the description of the path connecting the starting and 

ending structures.218 This can be done using a morphing server to generates 𝑁 equally 

spaced intermediate structures (nodes), or the nodes are defined by specific values of 
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secondary CVs. Thus, using the first approach, the path is formed by a series of 

intermediary structures with atomic coordinates, while in the second case the nodes are 

determined by values of CVs.  

In this thesis, Path CV metadynamics has been used to investigate and characterize 

DNA/enzyme Michaelis-Menten complex formation.  
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 Recruiting Mechanism and Functional Role of a 

Third Metal Ion in the Enzymatic Activity of 5′ Structure-

Specific Nucleases 

Abstract 

Enzymes of the 5′ structure-specific nuclease family are crucial for DNA repair, 

replication, and recombination. One such enzyme is the human exonuclease 1 (hExo1) 

metalloenzyme, which cleaves DNA strands, acting primarily as a processive 5′-3′ 

exonuclease and secondarily as a 5′-flap endonuclease. Recently, in crystallo reaction 

intermediates have elucidated how hExo1 exerts hydrolysis of DNA phosphodiester bonds. 

These hExo1 structures show a third metal ion intermittently bound close to the two-metal-

ion active site, to which recessed ends or 5′-flap substrates bind. Evidence of this third ion 

has been observed in several nucleic-acid-processing metalloenzymes. However, there is 

still debate over what triggers the (un)binding of this transient third ion during catalysis 

and whether this ion has a catalytic function. Using extended molecular dynamics and 

enhanced sampling free-energy simulations, we observed that the carboxyl side chain of 

Glu89 (located along the arch motif in hExo1) flips frequently from the reactant state to 

the product state. The conformational flipping of Glu89 allows one metal ion to be recruited 

from the bulk and promptly positioned near the catalytic center. This is in line with the 

structural evidence. Additionally, our simulations show that the third metal ion assists the 

departure, through the mobile arch, of the nucleotide monophosphate product from the 

catalytic site. Structural comparisons of nuclease enzymes suggest that this Glu(Asp)-

mediated mechanism for third ion recruitment and nucleic acid hydrolysis may be shared 

by other 5′ structure-specific nucleases. 

 Introduction 

Recent structural data have shown the recurring presence of a third metal ion close to 

the two-metal-ion center of nucleic-acid-processing enzymes.2,53,61,125 This third ion has 

been captured during different stages of catalysis of vital enzymatic reactions involved in 

DNA repair, recombination, and replication processes.219–223 These reactions are often 
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related to cancer progression.5,224–226 Indeed, over the last few years, a third ion has been 

observed, or hypothesized, close to the two-metal-ion catalytic site of polymerases,2 

nucleases,79,132,144,147,227 and topoisomerases.134,228,229 This suggests that the third metal ion 

may be actively involved in catalysis.2,61,230 However, there is debate over how this ion is 

recruited from the bulk and transiently binds the enzyme, and how it could play a role in 

catalysis.  

In this context, recent time-resolved in crystallo reaction intermediates148 have 

elucidated how human exonuclease 1 (hExo1) exerts its catalytic function, with sequential 

structures showing how the enzyme/DNA complex evolves during catalysis. hExo1 is an 

essential hydrolytic enzyme for genome maintenance. Belonging to the RAD2/XPG 

family,231–237 hExo1 is a 5’ structure-specific metallonuclease, which carries out a primary 

exonucleolytic activity on the 5’ recessed-end and a secondary endonucleolytic cleavage 

on 5’-flap of the substrate DNA strand.165,238 

The structures show the enzymatic mechanism for DNA hydrolysis in hExo1, which 

starts in the precatalytic state with the intact double-strand DNA (dsDNA) recognized and 

bound (tethered) to the helix-two-turn-helix (H2TH) motif and to a monovalent (K+/Na+) 

ion state in hExo1 (Figure III.1). Then, catalysis begins with formation of the assembled 

active site, where the dsDNA bifurcates into the 5′ and 3′ single strands (i.e. the dsDNA 

‘junction’). At this point, the scissile phosphate of the processed single 5′ strand is properly 

located at the reactive metal center at the N-terminal domain. In this state, the catalytic 

residues Lys85 and Arg92 interact with the scissile phosphate,164 after a rotation (clamped 

conformation) of the mobile helical arch formed by two α-helices (α4-α5) located near the 

junction. Here, the side chain of the guide residues Tyr32 and His36 are also rotated (Figure 

III.1). These structural motifs contribute to the “threading mechanism”, whereby the 5’-

flap DNA passes through the helical arch.158 In this way, basic residues steer the phosphate 

of the 5’ strand, promoting the proper location for hydrolysis of the scissile phosphate on 

top of the two catalytic ions, as expected for the recognized two-metal-ion 

mechanism.46,48,49,63,158,239,240 
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Figure III.1 Catalytic domain of hExo1 in complex with DNA substrate and the two catalytic 

metal ions (PDB ID 5V06). Left: hExo1 in cartoon and with colors for different structural motifs. 

Right: Closer view of the active site. The three metal ions (MgA, MgB, MgC) are in orange; the 

nucleophilic water molecule (Nu) is in red; the two guide residues (Tyr32, His36) in yellow; and 

the residues of the catalytic pocket (Gly2, Asp30, Asp78, Asp152, Asp171, Asp173) are in cyan. 

The scissile phosphate is correctly positioned for the nucleophilic attack and MgC is coordinated 

by the 5’ terminal phosphate. 

At this point, hydrolysis of the 5’-recessed end or the 5’-flap DNA substrate 

occurs.162,241,242 In hExo1, this is proposed to be favored by a structured network of 

interactions involving Arg95, Arg96, Arg121, and Asn124, which are located along the 

mobile arch. In particular, a key role in phosphate steering is proposed for the Arg96 and 

Asn124, which interact with the phosphate next to the scissile one (i.e. the terminal 5’ 

phosphate in the 5’ recessed-end substrate). This is similar to what has been observed in 

the enzyme hFEN1.158 After DNA hydrolysis, the nucleotide monophosphate group can 

leave the active site, with the “free” enzyme that now has Tyr32 and His36 back in their 

initial conformation.  

Remarkably, these structural data show a transient third metal ion that is intermittently 

located close to the catalytic site during exonuclease catalysis (Scheme III.1). This suggests 

that the transient third ion may play a role in substrate hydrolysis and/or leaving group 

departure.33 Indeed, during hExo1 catalysis, four different structures of the assembled 

active site were solved in the presence of a second-shell and solvent-exposed third metal 
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ion, preserved close to the two-metal ion center (Figure A.1). This ion is not found in the 

structure of the cleaved product, demonstrating its transient nature during catalysis.59,61 

Here, we used force-field-based molecular dynamic (MD) simulations coupled to 

enhanced sampling free-energy calculations to investigate the role of the third ion during 

hExo1 catalysis. We compared several systems of wild-type and mutated hExo1 from the 

reactant state to the product state. We found that the second-shell and conserved Glu89 

residue selects, recruits, and places the third ion close to the two-metal-ion catalytic site. 

We show that this negatively charged residue is functional and conserved among Exo1 

belonging to different organisms, and that this enzymatic mechanism is likely shared by 

other nucleases. 

 Results 

Glu89 selects, recruits, and places a third ion close to the catalytic site of hExo1. 

First, we ran multiple unbiased force-field-based molecular dynamic (MD) simulations 

(∼700 ns in total) of the wild-type (wt) reactant state (Figure A.2). We considered the 

enzyme in the reactive state, replacing the non-reactive Mn ions in the pre-reactive crystal 

structure (PDB ID 5V06)59 with native Mg ions.165 Notably, this structure features a third 

Mg ion (MgC) close to the two-metal-ion catalytic site. This ion is bound to the 5′ 

phosphate of the processed strand. 

Residues Tyr32 and His36 are thought to guide substrate binding through interactions 

with their flexible side chain.59 Located above the reaction center, these residues maintain 

the crystallographic conformation, in which their side chain points “down” toward the two 

catalytic ions MgA and MgB beneath it (Figure A.3). These ions maintain an octahedral 

coordination243 throughout the simulated timescale (i.e. 360 ns). As a result, the 

nucleophilic water molecule remains optimally positioned for nucleophilic attack, sitting 

on top of MgA, in front of the substrate’s scissile phosphodiester bond, at 3.88 ± 0.11 Å 

(Figure A.3). 

Despite the overall stability of the protein-DNA complex, the side chains at the base of 

the mobile arch (i.e. at the gateway) sample different conformations. In particular, the 

initial clamped conformation shows some flexibility over time, with Lys85 moving slightly 

further away from the scissile phosphate (∼6 Å vs 4 Å in PDB ID 5V06 see Figure A.4). 
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Moreover, we observed an amplified mobility of MgC, reflected in its enhanced RMSD of 

1.63 ± 0.42 Å, as compared to the two catalytic ions and its anchor 5’ nucleotide, which 

are highly stable with an RMSD of 0.54 ± 0.17 Å and 0.82 ± 0.18 Å, respectively. Indeed, 

MgC moves from its initial position, forming new interactions with the flexible Glu89 

carboxylate along the α-helix of the gateway. As a result, the mobile MgC alternates 

between a bidentate and monodentate binding coordination with the 5′ phosphate and 

Glu89 (Figure A.5), always maintaining an octahedral shell. In this regard, the motions of 

Glu89 side chain are described by the pseudo dihedral angle ϕ (taken along the N, Cα, Cδ, 

Cγ bonds - see Figure A.5), which oscillates from ∼120° to ∼-10° (Figure A.5), never 

reaching a conformation of the product state (-36°, PDB ID 5V0A)59.  

 

Scheme III.1 Schematic representation of the motion of the transient third metal ion, which we 

found to be intermittently recruited/released by Glu89 (switching its inner/outer conformations) 

during exonuclease catalysis. This structural evidence suggests that the transient third ion may be 

crucial for substrate hydrolysis and/or leaving group departure. 

Concomitantly, we observed that Arg96, which is located along the mobile arch, 

shortens its distance from the 5′ phosphate, reaching a value of ∼4.5 ± 0.19 Å (compared 

to an initial distance of 6 Å in PDB ID 5V06). This distance corresponds well to the value 

in the crystal structure of the product state (5.1 Å, PDB ID 5V0A) (Figure A.6). Taken 

together, these results support the hypothesis of a gradual removal and possible departure 

of the third ion during catalysis, as suggested by comparing the structural data of the 

reactant (MgC present, PDB ID 5V06) and product states (MgC missing, PDB ID 5V0A).  



40 
 

To further characterize the structural impact of MgC bound close to the two-metal-ion 

catalytic site in the reactant state, we manually removed it and ran multiple simulations of 

the solvated system (∼1 µs, in total). This protein-DNA complex showed no major 

difference in the overall backbone stability (Figure A.2) compared to the three-ion reactant 

state (see above). However, in these replications, the catalytic residues Lys85 and Arg92 

maintained their native H-bond pattern with the scissile phosphate (as in the 

crystallographic structure) for the whole simulation. Thus, the catalytic residue Lys85 

behaved differently to the three-ion system. Also, in these simulations, at times Glu89 

interacted transiently with Arg93, located along the mobile arch. This interaction was 

observed only when Glu89 adopted the outer conformations, in the absence of MgC. 

Concurrently, Arg96 maintained its starting orientation and never interacted with 5′ 

phosphate (Figure A.6). Again, this differs from the observations in the presence of MgC 

(see previous para-graph). 

 

Figure III.2 Radial distribution function, g(r), calculated for ions around 10 Å from the center of 

mass of the 5’ phosphate group. The plot shows the presence of ions ~3Å from the 5’ phosphate 

group for the RS2M system. In this system, a K+ ion approached the negatively charged group. For 

the RSGlu89Ala and PSGlu89Ala systems, there are no ions within ~5.5Å of the 5’ phosphate, as 

indicated by the g(r) values of ~0. In the upper right corner, the 5’ phosphate group and Glu89Ala 

residues are shown in licorice (taken from the PSGlu89Ala simulations). 

Intriguingly, during the initial equilibration phase (~10 ns), the side chain of Glu89 

undergoes a marked rearrangement from the initial inner conformation to an outer 

conformation toward the bulk water. This rotation is captured well by the Glu89 pseudo 

dihedral angle ϕ, which changes from positive values ~ +100° (inner) to negative values ~ 

-95° (outer) (Figure A.7). Importantly, in this new solvent-exposed conformation, we 

observed that Glu89 carboxylate transiently recruits and binds monovalent ions from the 

bulk (either K+ or Na+, freely diffusing in solution). This result is also confirmed by the 
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radial distribution function, g(r), calculated as the variation of the density of the ions from 

the center of mass of the 5’ phosphate group (Figure III.2), which displays two peaks at 

~2.7 Å and ~3.3 Å. 

After metal binding (~10 ns), Glu89 flips back into its initial inner conformation, 

carrying the coordinated metal closer to the 5′ phosphate, at ∼3.25 Å. This metal ion is 

thus brought into a very similar location compared to MgC in the crystal structure of the 

pre-reactive state (PDB ID 5V06). After a few hundred ns (e.g. ∼200 ns for K+ ion), the 

third metal ion departs spontaneously from the catalytic site. Glu89 then flips again into its 

outer conformation toward the bulk. These unprompted metal binding and release events, 

synchronized with the flipping of the Glu89 side chain, were observed multiple times in 

our extended simulations (Figure A.7). This indicates that Glu89 may recruit a third metal 

ion, bringing it transiently closer to the catalytic site.244  

To further test Glu89’s role as metal ion recruiter, we ran multiple MD simulations 

(∼1µs in total), inserting the Glu89Ala mutation in the reactant state in the absence of 

MgC. The overall stability of the enzyme-DNA complex was maintained, with a low 

RMSD value of 1.27 ± 0.15 Å (see Figure A.2). The pre-reactive state at the active site was 

also maintained throughout the simulations. That is, the two catalytic metal ions, MgA and 

MgB, stably maintained their internuclear distance. The nucleophilic water molecule 

remained properly positioned in front of the scissile phosphodiester bond and the catalytic 

residues. Finally, Lys85 and Arg92 maintained their initial interaction network with the 

scissile phosphate. Notably, in this mutated system, we did not see any ion approaching 

the terminal 5’ phosphate from the bulk solvent. This result is supported by g(r), which 

confirms that no ion is located within ~6 Å of the center of mass of the 5’ phosphate group 

(Figure III.2), further suggesting that Glu89 recruits a third metal ion from the bulk. 

The third ion promotes leaving group departure after DNA hydrolysis. Here, we 

used MD simulations (∼1 μs in total) of the products of the (wt) native state. Thus, we 

inserted a native aspartate at the Asp225Ala mutation and replaced Mn with native Mg 

ions in the post-reactive crystal structure (PDB ID 5V0A). Notably, at this catalytic stage, 

the DNA’s processed strand is enzymatically cleaved, with the consequent generation of 

the leaving group, i.e. the adenosine 5’-monophosphate (AMP) nucleotide, which is now 
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detached from the newly formed 5’ recessed-end substrate. Importantly, the third ion is not 

present at the catalytic active site in the crystallographic structure.  

In the post-reactive crystal structure, the Glu89 side chain adopted an intermediate 

conformation (ϕ of Glu89 was -36°, Figure A.1) between the inner (~ +100°) and outer (~ 

-95°) conformations. Then, during the MD simulations, the Glu89 side chain stably 

adopted an outer conformation (ϕ of Glu89 becomes ∼ -100°). However, after ∼50 ns, we 

observed the unprompted approach of a third Mg2+ ion from the bulk water (Mgbulk), which 

came close to the Glu89 side chain. This transient ion thus reached a position close to the 

5’-monophosphate of the AMP, at a distance of ∼3.3 Å, which was equivalent to that in 

the pre-reactive simulations and crystal structure (PDB ID 5V06). In this position, the third 

metal ion interacted with the 5’ phosphate and Glu89 for the remaining simulation time 

(Figure III.3). During this event, the two catalytic metal ions moved apart slowly, reaching 

a distance of ∼5.5 Å (compared to 3.9 Å in the starting model PDB ID 5V0A). The drifting 

of the internuclear two-metal-ion distance was coupled to a shift in the leaving AMP. This 

is described well by the collective variable CV1, which measures the distance between the 

center of mass (COM) of the heavy atoms of AMP and the COM of the Cα of the aspartates 

in the first coordination shell of the two-metal-ion center (i.e. Asp152, Asp171, Asp173) 

(Figure A.8). During our simulations, CV1 increased by ∼2 Å, from 9 Å to 11 Å, reflecting 

the partial exit of the leaving AMP (Figure A.8). Moreover, His36, which was initially in 

the down orientation, immediately rotated into the up conformation (Figure A.9), forming 

a π-π interaction with AMP. This interaction helps the initial displacement of the leaving 

AMP. Notably, the up conformation of His36 was found in the structure of the enzyme 

after AMP departure (PDB ID 5V0B)59, which further suggests the need of this rotation 

during leaving group release. We also noted a gradual and slight opening in the gateway 

region at the bottom of the mobile arch, which however maintained an ordered secondary 

structure (Figure A.10). This event is described well by the increase of ∼1 Å of the two 

distances d1 and d2, which reflect the opening of the α4/α5 inter-helix passage (calculated 

using the Cα of Glu89 and Arg92 along the α4 helix, and the Cα of Asn124 and Ile125, 

located at the bottom of α5 helix – see Figure III.4). The probability density function of ϕ, 

calculated for two states (Mgbulk > 4 Å or Mgbulk < 4 Å from the 5’ phosphate), shows the 
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relative peaks of the two conformations assumed by Glu89, i.e. inner and outer (Figure 

III.3). 

 

Figure III.3 (A) Distance (dMG in yellow) between the third Mg2+ ion, from the bulk (Mgbulk), and 

the phosphorous of 5’ phosphate group of AMP. Into the graph, a representation (snapshot from 

the PS2M simulations) of Mgbulk approaching the terminal 5’ phosphate, as well as the pseudo 

dihedral angle ϕ of Glu89 side chain (defined by the N-Cα-Cδ-Cγ atoms) are reported. (B) 

Probability density of the pseudo dihedral angle ϕ in Glu89, during the simulation. In blue, the 

probability density, for dMG values > 4Å, shows the outer conformation as the most populated; in 

red the probability density, for dMG values < 4Å, shows the inner conformation is the most 

populated. 

In the products, Arg96 invariantly interacts with the 5’ phosphate in AMP (Figure A.6), 

as also reported for the reactant state simulations in the presence of the MgC. Moreover, 

after ~450 ns, we noted a second arginine residue located along the α4 helix, Arg93, which 

approached the same 5’phosphate of the AMP, at ∼ 5 Å. These interactions thus favor the 

positional shift and partial departure of the AMP from the catalytic site, as indicated by 

CV1, with consequent destabilization of the two-metal-ion site. We compared these results 

with an additional post-reactive model, which initially contained a third ion at the catalytic 

site (∼1µs in total, see Appendix A). These simulations confirmed the enhanced instability 

of the prone-to-escape leaving group, with a partial shift from its starting position during 

the simulations (Figure A.8). Taken together, these results suggest that complete leaving 

group departure is eventually expected, although this would require longer simulations, 

and would also likely implicate the overtaking of an energetic barrier.62 

As with the reactant state (see above), we also ran simulations (∼1µs in total) in the 

product state of a system with the Glu89Ala mutation, in the absence of MgC. The overall 

stability of the enzyme-DNA complex was maintained (Figure A.2). Importantly, in the 
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absence of the Glu89 recruiter, no ion approached the 5’ phosphate of the leaving group, 

as shown by g(r) (Figure III.2). As a result, the leaving group also showed higher stability 

in its position, as highlighted by the low RMSD value of 1.71 ± 0.18 Å. Moreover, Arg93 

almost never interacted with the 5’-phosphate of AMP, and Arg96 stably maintained its 

initial interaction with AMP. In addition, we did not observe any opening in the gateway 

region, with the distances d1 and d2 remaining unchanged during the simulations (Figure 

III.4). These results support the hypothesis that Glu89 recruits MgC before (or during) 

DNA cleavage. In return, MgC seems to promote the release of the leaving group after the 

chemical step for phosphodiester bond hydrolysis, acting as a shuttle for the AMP 

departure.  

 

Figure III.4 (A) Graphic representation of d1 and d2 distances. PDB ID: 5V0A. (B) Probability 

density of the distance d1 and d2 calculated during simulations of the systems PS2M (in red), PS3M 

(in orange), and PSGlu89Ala (in green). 

Energetics of the Glu89 flipping and leaving group departure via metadynamics 

simulations. To sample and determine the semiquantitative energetics of the inner ↔ outer 

conformational switch of Glu89, we used the pseudo dihedral angle ϕ as the collective 

variable to run multiple metadynamics simulations, with and without the third metal ion at 

the catalytic site, in the reactant and product states (for a total of ∼ 920 ns).  

In the reactant state with the third ion, Glu89 tended to adopt inner conformations 

located in an energy minimum at ϕ ∼70°, while outer conformations were not visited due 

to their high energy (Figure III.5, red profile). In the inner conformation, MgC stayed close 

to the reactive center. However, in the absence of the third metal ion, Glu89 could be found 

in two isoenergetic minima, i.e. inner and outer conformations, separated by a barrier of 

only ∼3 kcal mol-1 (Figure III.5, blue profile). This explains the fact that both Glu89 
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conformations were similarly populated in our unbiased MD simulations of the system 

without the third metal ion. 

 

Figure III.5 (top) Graphic representations, taken from PS3M simulations, of the three 

conformations are shown in licorice. (bottom) Free energy surface obtained through well-tempered 

metadynamics simulations for RS3M (red), RS2M (blue), PS2M (green), and PS3M (light purple) 

systems. The results show three conformations (outer, intermediate, and inner).  

In the product state, regardless of the presence or absence of the third ion, Glu89 visited 

both the inner and outer conformations (Figure III.5, green and light purple profiles). The 

conformational switch showed a barrier of ∼4.5 kcal mol-1, with or without MgC. We also 

located a metastable conformation of Glu89 bound to MgC, at ϕ ~ -40°, in which the 

glutamate’s side chain adopted an intermediate orientation between the two minima (inner 

and outer). Interestingly, this metastable state corresponds well to the crystallographic 

conformation (ϕ = -36°, PDB ID 5V0A) in which MgC is missing. This is likely because, 

at this point, Glu89 is al-ready solvent-exposed.  

Then, we evaluated possible pathways and energetics for the release of the leaving group 

from hExo1 in the presence and absence of MgC. We used confined metadynamics,217 

which enhances the sampling of transversal and often slow degrees of freedom of complex 

(rare) events, such as the exit of the adenosine monophosphate (AMP) nucleotide from the 

catalytic site (see Appendix A for further information). Here, the collective variable was 
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CV1 (Figure III.6), which captures the degree of departure of the leaving AMP from the 

reactive site (see definition of CV1, above).   

In the presence of MgC, AMP fell into a minimum, at CV1 = ~12 Å, showing that the 

leaving group is already shifted out of the catalytic site (CV1 = ~8.5 Å in the uncleaved 

pre-reactive state). This is in line with the plain MD simulations, where it was only in the 

presence of the third metal ion that the leaving group partially exited from the active site, 

increasing the CV1 value of ~2Å, reaching a value of ~12Å (Figure A.8). At this point, to 

allow the full departure of the leaving group, the freed AMP stayed complexed with MgC. 

In this way, the AMP/MgC complex exited from the catalytic site, passing through the 

aperture under the mobile arch formed only when MgC is present (due to MgC-mediated 

AMP drifting out from the catalytic center). At this point, the Glu89 sampled the inner and 

outer conformations, until the leaving group overcame the gateway region. At this point, 

Glu89 stably adopted the inner conformation, in agreement with the crystallographic 

structure of the complex after the release of the leaving group (PDB ID 5V0B). The 

physical step for AMP/MgC unbinding occurred with a barrier of ~16.5 kcal mol-1 (Figure 

III.6).  

In the absence of the third ion, the energy barrier for the overall unbinding process was 

much higher at ~35 kcal mol-1. Indeed, the system behaved quite differently. In the initial 

configuration, the leaving AMP fell into an energy minimum where it was poorly solvated, 

at CV1= ~9 Å (compared to the case where it was solvated and complexed with MgC, 

CV1= ~12 Å, Figure III.6). From this state, the exit of the AMP alone had to overcome a 

first barrier of ~20 kcal mol-1, which is already higher than the barrier in the presence of 

MgC. Then, the exit path showed metastable states (relative energy minima at CV1 = ~13.5 

Å and CV1 = ~17 Å, Figure III.6) where the leaving AMP seemed to be transiently trapped 

by the formation of short-lived interactions with the enzyme. This may slow the AMP 

unbinding kinetics. Notably, these transient interactions were not formed for the 

AMP/MgC leaving complex. It is also worth noticing that in both systems PS3M and PS2M, 

we observed the exit of MgB from the catalytic pocket, which occurred concertedly with 

the exit of the AMP leaving. In detail, the MgB catalytic ion remained coordinated to the 

oxygen of the OH in C3 position of the sugar, of the AMP leaving group. Interestingly, the 

concerted departure of MgB, MgC and the leaving group AMP, agrees with previous 
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studies showing that MgB dissociates from the catalytic site ~200 times faster compared 

MgA.245 Thus, the concerted exit of both MgB and MgC is found here to promote AMP 

departure by stabilizing the newly formed negative charge on leaving group, after substrate 

hydrolysis. 

 

Figure III.6 Free energy surface obtained through confined well-tempered metadynamics 

simulations for PS2M (blue) and PS3M (yellow) systems. (left) Schematic representation of the CV1, 

exemplified using a snapshot from PS3M simulations. It represents the distance between the center 

of mass (COM) of the heavy atoms of the nucleotide leaving group and the COM of the Cα of the 

aspartates (Asp152, Asp171, Asp173) in the first coordination shell of MgA, MgB. The two 

different minima, at 8.8 Å and 12.4 Å, agree with the MD results, in which a partial exit of the 

leaving group (CV1 ~12.4 Å) was seen only in the presence of MgC (Figure A.8). 

 Discussion 

Recently, a time series of structural intermediates captured during human exonuclease1 

(hExo1) catalysis has revealed the presence of a third metal ion (MgC) close to the active 

site.59 Intriguingly, a transient metal ion was recently observed in a few DNA/RNA-

processing enzymes.2,53,61,150 The role of this third additional metal ion at the catalytic 

center is still unclear.33 Here, we used force-field-based molecular dynamics (MD) 

simulations and free-energy calculations to investigate the recruiting mechanism and 

functional role of a third metal for hExo1 catalysis. We simulated and compared several 

model systems, built with recent hExo1 structures of the wild-type (wt) hExo1/DNA 

complex, in the reactant and product states, with and without MgC. 

During our multiple and extended MD simulations (~6 μs in total), we first observed 

that Glu89 sometimes oscillated, but mostly maintained its starting conformation. In this 

inner conformation, the Glu89 carboxylate group points towards the 5’ phosphate. 
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However, at times and only in the absence of MgC, the Glu89 carboxylate group switched 

its orientation, adopting outer conformations that pointed towards the bulk solvent. Free-

energy calculations confirmed that, in the reactant state and in the presence of MgC, Glu89 

tended to adopt inner conformations, which are located in an energy minimum at ϕ ∼70°. 

Outer conformations are not visited due to their high energy. However, in the absence of 

MgC, the inner and outer conformations become isoenergetic, with a barrier of only ~3 

kcal mol-1 in between. 

Importantly, following this conformational switch in equilibrium MD simulations in the 

absence of MgC, we observed that transient monovalent ions were freely recruited from 

the bulk, by the outer conformation of Glu89. This conformation therefore seems to act as 

an anchor point for (third)metal-enzyme complexation. Then, Glu89 could switch back, 

and adopt the inner conformation, bringing the bound metal ion (either K+ or Na+, from 

these simulations) close to the terminal 5’ phosphate (~3.5 Å) (Figure A.7). This third metal 

was spontaneously recruited and located in the same position as the third ion captured in 

the pre-reactive crystal structure (PDB ID 5V06). This Glu89-mediated mechanism for 

metal recruitment was further validated by simulations of mutated Glu89Ala systems. 

These simulations confirmed that, in the absence of Glu89, no metal ion from the bulk was 

spontaneously recruited close to the catalytic center. Interestingly, the role of Glu89 in 

hExo1 is similar to the role previously proposed for Glu188 in Bacillus halodurans 

ribonuclease H (BhRNase H), where MD simulations suggested that this residue attracted 

a transient third ion.244 Intriguingly, a transient third solvent-exposed cation was found 

close to the two-metal-ion active site of D. mobilis homing endonuclease, I-DmoI.58  

In the unbiased MD simulations of the product state, we observed the unprompted entry 

of the third metal ion MgC from the bulk, reconstituting the three-metal-ion system (Figure 

III.3). This happened concomitantly to the rotation of the Glu89 side chain from outer to 

inner, thus destabilizing the geometry of the catalytic active site. The system thus evolved 

toward the final catalytic step, i.e. the exit of the leaving group from the catalytic site. In 

this system, Glu89 was free to populate the inner and outer conformations, overcoming an 

energy barrier of ~4.5 kcal mol-1, calculated from metadynamics simulations. In addition, 

we computed the energetics for the full release of the leaving group in the presence or 

absence of MgC, using confined well-tempered metadynamic simulations.217 The energetic 
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barrier for AMP departure was ~16.5 kcal mol-1 in the presence of MgC, and ~35 kcal mol-

1 in its absence. 

 

Figure III.7 Close views of the active site of 5’ metallonuclease members that possess an 

analogous acid residue (light green) close to the two-metal-ion center (MA, MB, in orange), the 

active site (in cyan) and the leaving group (indicated by a dashed line). (A) Human ExoG, in which 

Glu317 is pointing in the inner (PDB ID 5T5C) and (A’) outer conformations (PDB ID 5T40, 

merged with the DNA substrate from PDB ID 5T5C). (B) Escherichia phage T5Fen (PDB ID 

5HNK). (C) Human λ-Exonuclease, (PDB ID 3SM4). (D) D. radiodurans RecJ (PDB ID 5F55). 

(E) Sequence alignment of M. smegmatis FenA and E. phage T5Fen. The conserved acid residue 

(Glu/Asp) is indicated in orange. 

The Gibbs free energy (ΔG‡) for the overall catalytic process of hExo1 is 19.6 kcal mol-

1, computed using the experimental kcat for hExo1 (see Appendix A for further 

information).165 This energy value corresponds fairly well to our estimation of the free-

energy barrier for the unbinding process of the leaving group in presence of the third ion, 

i.e. ~16.5 kcal mol-1. The leaving group departure may therefore be rate-liming for the 

exonuclease catalytic process in hExo1, as already proposed for other metallonucleases 

(e.g. FENs, APE1, PvuII, MunI, NaeI, SfiI, EcoRI, EcoRV).246–253  

These results suggest a mechanism where Glu89 recruits a third metal ion in the reactant 

state. Clearly, quantum calculations are needed to evaluate the mechanistic implications of 

this additional ion for the chemical step of DNA hydrolysis.65,254–256 However, from these 

classical MD simulations, it emerges that the third ion promotes leaving group departure, 

acting as a shuttle for the exit of the nucleotide monophosphate product from the catalytic 
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site. Notably, this result is in line with evidence of a third-ion-mediated leaving mechanism 

for pyrophosphate departure in polymerase enzymes.62  

To further test this mechanistic hypothesis and investigate whether this enzymatic 

strategy is shared by other nucleases, we performed sequence alignments via the 

Needleman-Wunsch algorithm,257 using 10 different eukaryotic species of Exo1 (see 

Appendix A for more information). We found that the Glu89 is fully conserved among 

these enzymes, as for those residues forming the reaction center, and second-shell residues 

like Lys85, Arg92 and the guide residues Tyr32 and His36 (Figure A.11). This suggests 

that Glu89 is an integral part of the enzymatic machinery for efficient catalysis in Exo1.  

We also performed structural comparisons using recent crystallographic structures of 

additional nucleases and identified a shared spatial localization in these enzymes of an 

acidic residue (Glu/Asp), in analogy to Glu89 in hExo1. In such enzymes, in fact, we 

always identified the presence of a Glu/Asp residue located in a second shell sphere 

cantered on the two-metal-ion active site. This acidic residue is always situated in a solvent 

accessible position (thus able to recruit ions from the bulk), being strategically located on 

the side of the expected exit path for leaving group departure, in respect to the catalytic 

center. For example, human ExoG,258,259 which is 5’ metallo-exonuclease enzyme co-

crystallized in complex with the DNA substrate, has a glutamate (Glu317) residue located 

near the terminal 5’ phosphate. Here, Glu317 resides in a solvent-exposed area. Notably, 

Glu317 can assume different orientations in the available crystals (see PDB ID 5T5C vs 

PDB ID 5T40),258 which suggests that this glutamate may act as a recruiter of metal ions 

in the same way as for Glu89 in hExo1 (Figure III.7). Another case is the human λ-

Exonuclease,260,261 where Glu36 is located close to the 5’ phosphate of the DNA substrate 

(Figure III.7). Here, too, it has been hypothesized that a third metal ion may transiently 

bind close to the two-metal-ion site, likely aiding the leaving group departure.245 A further 

example is RecJ nuclease,262 where Asp158 is solvent-exposed and close to the active site, 

in a similar position as Glu89 in hExo1 (Figure III.7).  

Then, we looked at the hExo1 family member bacteriophage T5 flap endonuclease (T5 

Fen, PDB ID 5HNK).147 We identified Glu83, which is located along the mobile arch, in 

analogy to Glu89 in hExo1. Finally, we considered the recent high-resolution X-ray 

structure of M. smegmatis FenA,227 which is a 5’ structure-specific nuclease and close 
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homologue of phage T5Fen, and its sequence alignment with T5Fen. It suggests that Glu83 

in T5Fen may correspond to Asp85 in FenA (Figure III.7). Notably, holo forms of T5Fen 

and FenA were crystallized in complex with three metal ions in the active site. 147,227 This 

further corroborates the idea that multi-metal-ion catalytic sites may be necessary for 

nucleic-acid processing in these enzymes. Indeed, while the presence of a third metal ion, 

located in the vicinity of the two-metal-ion active site, is a novel aspect in polymerases and 

nucleases, the exact position of such additional metal ion in respect to the catalytic center 

can vary.2 For example, T5FEN and FenA enzymes were solved with a third ion is a 

different relative position, although always in the close proximity of the reactive two-

metal-ion centre. It is thus plausible that the third transient ion may play different roles 

during catalysis, according to its specific location at the catalytic centre. 

Another intriguing aspect is the recurring presence of second-shell positively charged 

residues that surround the metal-aided catalytic site in nucleic-acid-processing enzyme.125 

During our extended MD simulations, we observed the interaction of Arg93, along the 

helical arch, with the terminal phosphate of the substrate. We structurally aligned hExo1 

(PDB ID 5V0E)59 with hFEN1 (PDB ID 5KSE)158 and we noted that the terminal 

guanidine, amide, and amine groups of Arg93, Asn124 (in hExo1), and Lys132 (in hFEN1) 

residues were all within a sphere of ~3 Å, and close to the 5’ phosphate in the leaving group 

(Figure A.12). This result further suggests that Arg93, together with Arg96, may have a 

crucial role in 5’ phosphate steering.158 In this respect, Arg93 is an important point of 

control in Exo1 poly (ADP-ribose) binding, as proved by in vitro and in vivo assays on 

natural Arg93Gly mutation.263 Moreover, a common feature of different nucleic-acid-

processing enzymes is a solvent-exposed and positively charged residue that interacts with 

the negatively charged moiety in the leaving group (e.g. Arg96-5’ phosphate).66 

Interestingly, this Arg96-5’ phosphate interaction comes in addition to an already complex 

architecture characterized by a number of positively charged residues surrounding the 

active site. Indeed, hExo1 is one of a large set of nucleic-acid-processing enzymes 

characterized by the recurring presence of positively charged elements in the vicinity of 

the reactive site.125 These elements in hExo1 comprise the catalytic Lys85 and Arg92. 

These positively charged residues are thought to play a role in the phosphate steering 

during the threading mechanism. These residues therefore seem crucial for substrate 
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recognition, binding, catalysis, translocation, and initial product release. However, the 

Glu89-mediated recruitment and binding of a third ion from the bulk also seems necessary 

for the full departure of the leaving group from the enzyme’s catalytic site in hExo1, and 

likely in several other nuclease enzymes. 

 Conclusions 

Our results provide new insights into the functional role of a third metal ion, which was 

recently found transiently located at the catalytic site of nuclease enzymes during catalysis. 

Using molecular dynamics and free-energy simulations applied to multiple systems, we 

considered the conformational switch of the side chain of a specific residue, Glu89, which 

is located near the active site in hExo1. We noted that this conformational switch favors 

the recruitment of a third metal ion from the bulk. The third metal ion is thus promptly 

positioned near the catalytic center, in accordance with the structural evidence. Our 

simulations also indicate that this ion serves as an exit shuttle for the leaving group 

departure from the catalytic site after DNA hydrolysis. The exit mechanism is also favored 

by the initial involvement of positively charged residues, which are located in an extended 

and highly structured second-shell area at the two-metal-ion active site.125,264,265 Finally, 

our structural analyses of nuclease enzymes show that such a negatively charged residue 

(Glu/Asp) is persistently found in a similar, structurally conserved, and strategic position 

in several other 5′ structure-specific nucleases, which seem to share this enzymatic 

mechanism to promote DNA hydrolysis. These findings may have an implication for de 

novo enzyme engineering and structure-based drug design.266,267 

 Material and Methods 

Structural models. We used six different model systems: i) the wild-type (wt) reactant 

state (RS3M), based on the recent time-resolved X-ray structure of the complex of the hExo1 

(PDB ID 5V06), which includes the 5’-recessed end DNA substrate. In this structure, the 

third metal ion is located close to the catalytic site; ii) the same wt reactant state with the 

third metal ion manually removed (RS2M); iii) the mutated Glu89Ala reactant state 

(RSGlu89Ala), modelled on the same X-ray structure (PDB ID 5V06); iv) the product state 

(PS2M), based on the recent time-resolved X-ray structure of the ternary complex of 
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hExo1(PDB ID 5V0A), characterized by the newly formed 5’-recessed end DNA substrate 

and the leaving adenosine monophosphate (AMP); v) the product state with the third metal 

ion close to the 5’ phosphate of the AMP (PS3M). This system is modelled on the X-ray 

structure of the pre-reactive complex, in which we manually cleaved the scissile phosphate; 

vi) the mutated Glu89Ala product state (PSGlu89Ala), modelled on the same X-ray structure 

(PDB ID 5V0A).59 

Classical Molecular Dynamics simulations. To investigate the functional dynamics of 

the hExo1/DNA complex, we used extensive force-field-based MD simulations, which are 

highly informative for complex enzyme/nucleic acid assemblies.268–272 Here, the 

AMBER/ff14SB273 and OL15274,275 force fields were used to treat the hExo1 enzyme and 

the DNA respectively. The terminal 5’ thymine monophosphate, the 5’ adenosine 

monophosphate, and the terminal 5’ guanidine monophosphate were treated with the 

general amber force field (GAFF).183 The atomic charges were derived by fitting the 

electrostatic potential according to the Merz-Singh-Kollman scheme,276 the RESP fitting 

procedure.277 The length of all bonds involving hydrogen atoms was constrained to the 

equilibrium using the P-LINCS algorithm,278 and a time integration step of 2 fs was used. 

All simulations were performed using GROMACS 5.1 code.279 Long-range electrostatic 

interactions were calculated with the particle mesh Ewald method with a Fourier grid 

spacing 1.6 Å.280,281 Periodic boundary conditions in the three directions of Cartesian space 

were applied. The magnesium ions were treated with a non-bonded approach based on the 

“atoms in molecules” theory partitioning scheme.282,283 The systems were solvated with 

TIP3P water molecules200 and neutralized adding Mg2+, Na+, K+, and Cl- ions, as indicated 

in the crystallization procedure.59 The total number of atoms was ~60,000 for each system 

(see Appendix A for more information). We followed a two-step procedure for the MD 

simulations: first, the equilibration phase in which we followed different procedures 

depending on the system (see Appendix A). Then, the production phase was carried out in 

an NPT ensemble, a constant temperature of 310K imposed using the velocity-rescaling 

thermostat,284 and a constant pressure of 1 bar maintained with a Parrinello-Rahman 

barostat.285 We collected MD simulations of ∼0.7 μs for RS3M and ∼1 μs for each of RS2M, 

RSGlu89Ala, PS2M, PS3M, PSGlu89Ala, for a total of ∼6 μs of MD. 
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Free-energy calculations. We used well-tempered metadynamics216 to characterize and 

estimate the free-energy landscape of Glu89 conformational flexibility. We selected a 

collective variable (CV) that distinguished between the inner, outer, and intermediate 

conformations adopted by Glu89 during the MD simulations. Thus, the selected CV was 

the pseudo dihedral angle ϕ defined by the N, Cα, Cδ, Cγ atoms on Glu89 (see Appendix 

A). In particular, based on our MD simulations, inner conformations are adopted at ~ 70° 

< ϕ < ~ 100°, intermediate conformations at ~ -40° < ϕ < ~ -10°, and outer conformations 

at ~ -150° < ϕ < ~ -100°. We performed well-tempered metadynamics by biasing the CV 

using an initial hill height of 0.02 kcal mol-1, a hill width of 20°, a fictitious CV temperature 

of 1550 K, and a deposition rate of 1ps-1. The simulations were conducted until 

convergence (see Appendix A for more information).  

Well-tempered metadynamics was also used to evaluate possible pathways and the 

semiquantitative energetics for the release of the leaving group (i.e. adeno-sine 5’-

monophosphate, AMP) from the active site. We used a confined metadynamics 

approach,217 which excludes regions of the conformational space that are not relevant to 

the chemical event under investigation. The selected CV was the distance between the 

center of mass (COM) of the heavy atoms of AMP and the COM of the Cα of the aspartates 

(Asp152, Asp171, Asp173) in the first coordination shell of the two catalytic metal ions 

(see Appendix A). This CV indicates the degree of departure of AMP from the active site 

in our MD simulations. We used an initial hill height of 0.29 kcal mol-1, a hill width of 0.6 

Å, a fictitious CV temperature of 3720 K, and a deposition rate of 1ps-1. The simulations 

were conducted until convergence (see Appendix A for more information).  
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 Molecular mechanism of phosphate steering for 

DNA binding,   cleavage localization, and substrate release in 

nucleases  

Abstract 

Structure-specific endonucleases (SSEs) cleave the DNA substrate in a precise position 

based on the specific DNA 3-dimensional structure. The human flap endonuclease 1 

(hFEN1) is a 5’ SSE that prevents DNA instability by processing Okazaki fragment 5’-

flaps with remarkable efficiency and selectivity using two-metal-ion catalysis. Recent 

structural and mutagenesis data of hFEN1 suggest that phosphate steering favors 

specificity and catalysis. Here, we investigate the phosphate steering mechanism at the 

atomistic level using microsecond-long molecular dynamics and well-tempered 

metadynamics simulations of wild-type and mutant systems of hFEN1. We show how 

positively charged second and third-shell residues operate the phosphate steering 

mechanism to promote catalysis through i) substrate recruitment; ii) precise cleavage 

localization; and iii) substrate release, thus actively preventing off-target incision of the 

substrate. Importantly, structural comparisons of hFEN1 and other nuclease enzymes 

suggest that phosphate steering may also serve the structure-based selection of the specific 

DNA substrate by other 5′ structure-specific nucleases. 

 Introduction 

Structure-specific endonucleases (SSEs) are found in all branches of life and are central 

to processing DNA secondary structures during DNA replication, repair, recombination, 

and transcription.79,82,114,155,220,286,287 SSEs hydrolyze the DNA substrate at a precise 

position in the strand, according to the specific DNA 3-dimensional structure, rather than 

its sequence.114,286,288–291 This is pivotal to avoid genomic instability and the onset of 

aberrant enzymatic activity.155,231 Indeed, mutations in SSE-encoding genes are involved 

in many human diseases, suggesting that SSEs are a potential target for drug 

discovery.84,177,292–294  
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The human flap endonuclease 1 (hFEN1) is the most experimentally characterized SSE. 

hFEN1 is a 5’ structure-specific two-metal-aided endonuclease that prevents DNA 

instability.153,155,224,287,295,296 This is achieved by processing, with extraordinary efficiency 

and selectivity, Okazaki fragment 5’-flaps.287,297 This allows the completion of lagging 

strand DNA synthesis during cell proliferation.298,299 However, it is unclear how hFEN1 

achieves this enzymatic precision.  

 

Figure IV.1 A) Schematic representation of the optimal double-flap DNA substrate for hFEN1 

catalysis incising the bond between nucleotides d1 and d2 of dsDNA. In addition, a schematic 

representation of the helical arch (in green) with the positive charges given by the steering residues 

side chain. B) Overall representation of DNA substrate (in cartoon and licorice) and hFEN1 

enzyme (in cartoon and surface, colored by the four main DNA binding sites). The red dashed line 

highlights the gateway. C) Representation of the inverted orientation of 5’-flap region (nucleotides 

s1 to s3, in cyan), the two catalytic metal ions (MgA and MgB, in orange spheres), and the phosphate 

steering residues of the helical arch (R103, R104, R129, K132 - in licorice, colored in green). 

A wealth of structural and biochemical data on hFEN1 has clarified how this enzyme 

preferentially binds and cleaves double-flap substrates with one nucleotide 3’-flap and a 

5’-flap of any length (Figure IV.1).153,157,300,301 hFEN1 thus catalyzes a single hydrolytic 

incision between the first and second nucleotides in the dsDNA (see Figure IV.1).166 

hFEN1 catalytic activity operates through the threading mechanism,147,153 which has been 

reported in other SSE enzymes (e.g. the Exo1 and Exoλ enzymes59,162,238,302). This 

mechanism involves the 5’-flap region of the substrate being threaded through the 
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‘gateway’ formed by the helical arch (Figure IV.1). The gateway is wide enough to allow 

through only a single strand of DNA,166 thus discriminating a 5’-flap single strand from a 

5’ double strand. However, once the single-strand DNA is threaded through the ‘gateway’, 

it is unclear how hFEN1 selects and precisely cleaves, via the two-metal-ion mechanism, 

the targeted phosphodiester bond along the substrate strand.46,48,240  

Based on recent crystallographic structures and mutagenesis data, researchers have 

proposed a phosphate steering mechanism for the specificity and catalysis in hFEN1.158 

The proposed mechanism consists in an electrostatically driven steering of the 5’-flap 

phosphates, which would properly position the scissile bond at the catalytic site. 

Intriguingly, hFEN1/DNA complex features an inverted orientation of the phosphates 

within the 5’-flap in precatalytic states. The single-strand flap is rotated (i.e. steered) along 

the backbone axis, with the phosphates facing away from the active site, when the scissile 

bond is ~6 Å away from the two-metal-ion reaction center. Four specific positively charged 

residues positioned along the helical arch at the gateway (i.e. Arg103, Arg104, Arg129, 

and Lys132 - hereinafter referred to as phosphate steering residues) are proposed to 

electrostatically control the positioning of the DNA backbone for catalysis (see Figure 

IV.1). Mutagenesis data demonstrate that these second-shell and third-shell phosphate 

steering residues affect the catalytic rate, although they are distant from the reaction 

center.158 Notably, all the phosphate steering residues are (semi)conserved in the FEN 

superfamily, further supporting their relevance for nuclease activity.158 But researchers 

have not yet clarified the mechanistic action of the steering residues for the exact selection 

of the targeted phosphate and its correct placement at the catalytic site for hydrolysis. In 

this regard, the available structural and kinetics data are an excellent basis for investigating 

the mechanistic steps involved in steering the DNA substrate in hFEN1.  

Here, we report microsecond-long force-field-based molecular dynamics (MD), and 

well-tempered metadynamics simulations to compare the wild-type (wt) and multiple 

mutated systems of hFEN1, considering both the endo- and exonucleolytic substrates in 

the threaded and post-reactive states. We show that phosphate steering residues, in concert 

with Arg100, act to favor the formation of a competent Michaelis-Menten complex at the 

reaction center. We also show that the steering interactions formed with +1 phosphate are 

critical for the release of leaving group. This explains the experimental kinetic data, which 
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report a drop of 300-fold in hFEN1 enzymatic activity for the exonucleolytic substrate 

lacking the 5’ phosphate at the +1 position. Finally, based on structural analyses, we 

expand the proposed mechanistic action of substrate steering to other 5’ structure-specific 

nucleases, underlining the relevance of this mechanism for specific substrate recognition, 

incision, and final release. 

 Results and Discussion 

Phosphate steering residues and Arg100 promote positioning of the inverted 5’-flap 

orientation and hinder off-target incision. First, we ran extended equilibrium force-field-

based molecular dynamics (MD) simulations of the wild-type (wt) threaded state (PDB ID 

5KSE158, ∼1 µs of simulation time). This allowed us to investigate the binding process of 

the double flap DNA substrate to hFEN1 and determine the exact mechanistic action of the 

four phosphate steering residues (Arg103, Arg104, Arg129, and Lys132). Notably, the 

threaded state is an intermediate where the scissile phosphate of the double-flap substrate 

DNA is 6.2 Å away from two-metal-ion active site. This intermediate’s wt native structure 

was reconstructed by replacing the non-reactive Sm3+ ions at the catalytic site with the 

native Mg2+ ions. Importantly, we also restored the catalytic arginine residue at the 

Arg100Ala mutation (PDB ID 5KSE158, see Methods for details) in order to investigate the 

dynamics of the native enzyme.  

The DNA-enzyme complex is stable in the threaded state for the entire simulation, with 

an average RMSD value for the heavy atoms of 2.6 ± 0.3 Å. At this stage, the single-strand 

5’-flap remains in its inverted orientation while inserted into the gateway. The inversion of 

the single-strand 5’-flap is described well by the αs1d1 angle, formed by the planes of the 

two nucleobases before and after the +1 phosphate (where the +1 phosphate is the one after 

the scissile phosphate, along the 5’flap, see Figure IV.2). This angle is ∼160° ± 21° during 

the MD simulations, thus conserving its initial value (X-ray 154°). In this state, the scissile 

phosphate remains at ~6.5 ± 0.5 Å, properly oriented to bind the two catalytic metal ions. 

However, the 5’-flap phosphate backbone points away from these ions (Figure IV.2). After 

230ns, this state is further stabilized by Arg100 through stable interactions of its side chain 

with both the scissile and +1 phosphates of the substrate. Due to these interactions, the +1 

phosphate is pulled ∼11 Å away from the two metal-ion center (Figure IV.2). 
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Concomitantly, Arg103 breaks its interaction with the +1 phosphate in the threaded state 

and moves into its reactant crystallographic position (PDB ID 5UM9). Here, Arg103 

stabilizes the nucleobases d1 and d2 that border the scissile phosphate (Figure B.1). 

 

Figure IV.2 A) Distribution of the αs1d1 and αd1d2 dihedral angles during the MD simulation of 

the wt system. αs1d1 is the angle between the planes of the nucleobases of nucleotides (nt) d1 and 

s1. αd1d2 is the angle between the nucleobases of d1 nt and d2 nt within the 5’ strand. The molecular 

scheme shows nucleotides d2, d1, s1, s2, and s3, the catalytic Mg ions (as orange spheres), and a 

representation of the dihedral angles αs1d1 and αd1d2. B) Time series of distances dRP0, dMP0, and 

dMP1 during the MD simulation of the wt system. The molecular scheme shows nucleotides d2, 

d1, and s1 together with the +1 and scissile phosphates (in pink and red, respectively), the Arg100 

residue (in green licorice), the catalytic Mg ions (as orange spheres), and a representation of the 

distances dRP0, dMP0, and dMP1. 

Interestingly, this dynamic reorganization of Arg100, Arg103, and +1 phosphate in the 

threaded state corresponds well to the reactant state (PDB ID 5UM9158, RMSD ∼2 ± 0.3 Å 

Figure B.1). This indicates that, during our MD simulations, the 5’-flap phosphate motif of 

the threaded state freely shifts into a position that closely resembles that of the reactants. 

Notably, this structural change is only observed when the Arg100 is present and stably 

interacting with the nearby phosphates. In fact, simulations of the Arg100Ala mutated 

system maintained well the overall conformation of the threaded state, including those of 

the 5’-flap phosphate motif (Figure B.2). 

Interestingly, the specific interactions of Arg100 with the scissile and +1 phosphates of 

the substrate are flanked by those of two additional positively charged residues, Arg104 
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and Lys132, which are located near the 5’-flap region. During our MD simulations, these 

residues mutually interact with the inverse orientation of the nucleotides of the flap. Thus, 

through electrostatic and cation-π interactions, Arg100, Arg104, and Lys132 contribute to 

maintaining the substrate in the correct orientation to bind the catalytic center (Figure B. 

3). In addition, we observed that the catalytic Tyr40 forms a hydrogen bond with the +1 

phosphate. This H-bond is maintained for ∼60% of the whole simulation time (see Figure 

B.4). Notably, this H-bond is present only in the reactant structure (PDB ID 5UM9158) and 

not in the threaded structure (PDB ID 5KSE158). Similarly, Arg129 interacts mainly with 

nucleotides of the dsDNA region of the substrate, as in the reactant state. This shows that, 

during our simulations of the threaded state of the native enzyme, the system is prone to 

spontaneously evolve toward the reactant state. Together, these residues operate as anchor 

points to precisely shift the scissile phosphate from the threaded state toward the reaction 

center, thus decreasing the possibility of an off-target incision of the substrate by hFEN1. 

 

Figure IV.3 A) Root mean squared fluctuations (RMSF) of nucleotides s3 to s1 and d1 within the 

5’-strand of DNA (see scheme below the graph) in the wt (dark red), RRRK-A (blue), and RRRK-

E (yellow) systems. Atoms belonging to phosphate, sugar, and nucleobase groups are in red, light 

green, and light blue, respectively (see legend below the graph). B) Left: Probability density of the 

distance dMP0 between the center of mass (C.O.M.) of the scissile phosphate (COMPO4) and the 

C.O.M. of the catalytic Mg ions (COMMg) calculated during MD simulations of the wt (dark red 

line), RRRK-A (blue), and RRRK-E systems (yellow). Right: schematic representation (snapshot 

from MD simulations of wt system) of the distance dMP0, the catalytic MgA, MgB ions and d1 and 

d2 nucleotides. 

To further validate the mechanistic action of the four phosphate steering residues, we 

ran additional MD simulations (∼2 μs in total) starting from the threaded state (PDB ID 

5KSE158, see Methods for details), where the four phosphate steering residues were 
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mutated in either alanine or glutamate (i.e. RRRK-A and RRRK-E systems, respectively). 

Notably, kinetic data show that the reaction rate is 18,000-fold lower for RRRK-E than for 

wt hFEN1.158 

In both RRRK-A/E mutated systems, the overall DNA-enzyme complex stably 

maintains conformations consistent with the threaded state, with an RMSD mean value for 

the heavy atoms of 2.7 ± 0.3 Å and 2.6 ± 0.3 Å, respectively. Notably, this result reflects 

the lower effect of these mutations on the DNA-enzyme complexation (vs. the 

experimental effect on the reaction rate, see above), in line with the experimental Kd values 

for DNA-enzyme binding (e.g. RRRK-E Kd was 17-fold higher than wt hFEN1158). 

However, in both RRRK-A/E systems, the 5’-flap region shows increased flexibility 

compared to the wt system (RMSF in Figure IV.3). This is primarily due to the missing 

interactions with the mutated Arg104 and Lys132 residues, whose side chains directly 

contact the substrate in the native system (see above). This greater flexibility of the 5’-flap 

region leads to its spontaneous rotation along the phosphodiester backbone axis to restore 

a non-inverted orientation of the nucleotides of the 5’-flap (Figure IV.3 and Figure B.5). 

Arg100 alone is thus not enough to stably maintain the inverted orientation of the 5’-flap. 

The spontaneous reorientation of the 5’-flap into its non-inverted conformation is even 

more evident in the RRRK-E system, where each positively charged phosphate steering 

residue (RRRK) is mutated into a negatively charged glutamate (E). This inversion of the 

electrostatics of the steering residues boosts the repositioning of the 5’-flap into its non-

inverted orientation. Consequently, the distance of the scissile phosphate from the active 

site in the RRRK-A/E systems becomes ∼10.5 Å and ∼9 Å, respectively (compared to 6.5 

Å in the wt system, Figure IV.3). Notably, the +1 phosphate comes closer to the catalytic 

center (∼7.5 Å) than the scissile phosphate. This positional shift of the +1 phosphate, which 

comes closer to the catalytic center, likely generates the possibility of an off-target incision 

(Figure B.6). 

These data further show the crucial action of the four phosphate steering residues in 

keeping the 5’-flap region rotated to guide the scissile bond into the correct place for 

catalysis. Indeed, mutations of the steering residues highlight their necessary action in 

stabilizing and maintaining the inverted 5’-flap orientation. In this regard, we calculated 

the electrostatic interactions between the DNA substrate and hFEN1 using a Debye-Huckel 



62 
 

approximation.303–305 The resulting energy values show a destabilization for both the 

RRRK-A/E mutant systems (∼ +8 kcal mol-1 and ∼ +13 kcal mol-1 for RRRK-A/E, 

respectively, as compared to the wt system - see Figure B.7). Overall, these results support 

the functional contribution of the steering residues in substrate positioning and stability at 

the catalytic site.  

Kinetic data have shown decreased catalytic activity of hFEN1 when the substrate lacks 

the 5’-flap. Remarkably, the activity is 300-fold lower when the substrate ends with a 5’-

OH (i.e. lacking the 5’-phosphate at the +1 position), but only 7-fold lower when the 

substrate ends with the 5’-monophosphate group.158 To clarify the mechanistic reasons for 

this difference, we ran additional MD simulations (∼2 μs in total) of two systems starting 

from  the threaded state (PDB ID 5KSE158) in which the last nucleotide at the 5’-end of the 

DNA substrate was either a 5’-monophosphate or a 5’-OH (hereafter referred to as 5PO 

and 5OH systems, respectively; see Figure B.8). 

In the 5PO and 5OH systems, the overall DNA-enzyme complex is stable with an 

average RMSD value for the heavy atoms of 3.1 ± 0.4 Å. However, during simulations of 

the 5OH system, the 5’ terminal nucleotide alone shows considerable flexibility over time, 

as indicated by its aver-age RMSD value for the heavy atoms of 2.4 ± 0.8 Å. However, in 

the 5PO system, this nucleotide is stable for the whole simulation, with an average RMSD 

value of 1.4 ± 0.4 Å. The higher stability of the 5’ terminal nucleotide in the 5PO system 

is due to specific interactions with the Arg100, Arg104, and Lys132 side chains, which 

interact with the substrate even in the absence of the 5’-flap. Indeed, it is only in the 5PO 

system that Arg104 and Lys132 can form specific salt bridge interactions with the terminal 

phosphate (i.e. the +1 phosphate), contributing to stabilizing the terminal 5’ nucleotide 

(Figure B.8). Because of the lack of the phosphate group, these interactions are impossible 

in the 5OH system. Thus, these results suggest that the 5’-phosphate at the +1 position is 

crucial to keeping the substrate stably oriented toward the catalytic ions, which would 

explain the kinetic data.158 

Taken together, these equilibrium MD simulations of multiple wt and mutated forms of 

hFEN1, in complex with different substrates, show that the wt threaded state can 

spontaneously evolve toward the reactant state. That is, the insertion of Arg100 in the initial 

mutated crystal (PDB ID 5KSE158) triggers a partial structural evolution of the starting 
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threaded system, which shifts toward the reactant state. In consideration of the limited 

configurational sampling of plain MD simulations, this structural evolution is only partial, 

yet marked. The system is clearly dynamically oriented to position the scissile phosphate 

precisely at the two-metal-ion center for hydrolysis, avoiding off-target incision. Thus, our 

simulations show that hFEN1 catalysis operates through a cooperative mechanism 

involving second-shell (i.e. Arg100, Arg103, Arg104) and third-shell (i.e. Arg128 and 

Lys132) positively charged residues, which are crucial for substrate recognition, precise 

incision site selection, and ultimately for the pre-organization of the Michaelis-Menten 

complex. 

Energetics of Michaelis-Menten complex formation and leaving group departure 

via metadynamics simulations. To evaluate the energetics related to the formation of the 

Michaelis-Menten complex for hFEN1 catalysis, we used multiple enhanced sampling path 

metadynamics (pMtD) simulations of the wt in complex with different DNA substrates (i.e. 

the 5’-flap, 5PO, and 5OH), as well as pMtD of the mutated RRRK-A/-E systems. The 

reference path connects linearly the threaded (T) and the reactant (R) states (PDB ID 5KSE 

and PDB ID 5UM9, respectively158) and consists by nine equally distanced points defining 

the formation of a competent reactant state. Then, two collective variables (CVs) were used 

in pMtD to measure: i) the progress of the system along the reference path (S) and ii) the 

distance of the sampled configurations from the path (Z) - see Methods for details.  

In the free energy surface (FES) of the wt system, the initial T state is a relative minimum 

that is connected to an intermediate (I) through a barrier of ~6 kcal mol−1. However, the I 

state is at -10 kcal mol−1 compared to T, which explains the evidence from equilibrium MD 

of the wt system. That is, the sole reinsertion into T of the catalytic Arg100 (mutated into 

an alanine in the original structure PDB ID 5KSE158) promoted the partial and spontaneous 

T→I transition (see above). In this case, enhanced sampling pMtD simulations show the 

full T→I transition with the 5’-flap in the inverted orientation, and with Arg104 and 

Lys132 side chains interacting with the phosphodiester backbone. Additionally, the +1 

phosphate interacts through H-bond with the Tyr40 side chain. This residue in turn 

spontaneously rotates its side chain, as shown by the dihedral angle δ (defined by the C-

Cα-Cβ-Cγ atoms of Tyr40, see Figure B.9). This dihedral changes from ~62° ± 12° in T to 
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~150° ± 20° in I. The latter is also the value of δ in R (see Figure B.9), where it allows a 

π-π stacking interaction formed by the phenyl ring of Tyr40 and the d1 nucleotide.  

 

Figure IV.4 On top, structural representation of the active site for the threaded (T), intermediate 

(I), and reactant (R) states identified by the pMtD simulations of the wt system. On bottom, pMtD 

free energy landscape of the wt, RKKK-A, and RKKK-E systems, where the threaded (T), 

intermediate (I), and reactant (R) states are indicated. 

However, in I, the scissile phosphate is still too far (i.e. ~5 Å, see Figure B.9) from the 

active site, which in turn is not (yet) properly assembled for catalysis. The two catalytic 

metal ions are ~4.6 ± 0.4 Å from each other (versus an optimal MgA-MgB internuclear 

distance for catalysis of ~3.6 Å). Indeed, from I, the system must overcome a barrier of 

~13 kcal mol−1 to reach R, where the overall catalytic system is correctly assembled for 

catalysis. Notably, this computed activation barrier is compatible with the experimental 

kinetics (kcat=14.8 ± 2.1 min−1 → ΔG#=16.6 kcal mol−1 calculated using the Eyring–

Polanyi equation).165 This barrier also explains why our equilibrium MD simulations were 

unable to sample this energetically costly I→R transition. Indeed, during I →R transition, 

the first and second coordination shell of MgA and MgB (Asp34, Asp86, Glu160, Asp179, 

Asp181, and 5 water molecules) undergo a significant structural rearrangement to allow 

the proper coordination of the oxygen atoms of the scissile phosphate to the catalytic metal 

ions. Ultimately, the I→R transition brings the system to the absolute minimum of the FES, 

at about -3 kcal mol−1 relative to the I state (Figure IV.4). Here, the internuclear distance 
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of the catalytic ions is ~3.6 Å, which is optimal to accommodate the substrate at the reaction 

center for hydrolysis. 

The FES of both RRRK-A/-E systems show significant differences compared to the wt 

FES. In the RRRK-A system, the T state is the absolute minimum of the FES. From T, the 

system must first overcome an energy barrier of ~16 kcal mol−1 to reach the I state, which 

is +5 kcal mol−1 higher in energy. Pushing the system through this costly T→I transition, 

the 5’-flap rotates to assume the non-inverted orientation, with the +1 phosphate remaining 

close to the catalytic active site. Due to this, the Tyr40 side chain cannot form any 

interaction with the +1 phosphate, as is found in the wt system (see above). Once in I, the 

system must overcome a second energy barrier of ~10 kcal mol−1 to reach the R state, which 

is +2 kcal mol−1 higher in energy than T (Figure IV.4). Thus, the complete T→R transition 

of the RRRK-A system leads to a state in which the catalytic site is neither properly formed 

nor energetically favored. In the RRRK-E system, we found a broad minimum I that traps 

the system. In this minimum, the 5’-flap dynamically assumes a non-inverted orientation, 

disfavoring phosphate steering. The scissile phosphate is ~4 ± 0.4 Å from the reaction 

center, and the overall active site architecture is not properly assembled for catalysis. In 

particular, the two catalytic metal ions have an internuclear distances of ~4.8 ± 1 Å. These 

results indicate the inability of the RRRK-E system to form the Michaelis-Menten 

complex, which would explain the substantially lower (18,000-fold) activity compared to 

the wt hFEN1.  

A further intriguing question is related to the large difference in hFEN1 activity for 

substrates that differ only in the presence/absence of the +1 phosphate. hFEN1 activity is 

300-fold lower without the +1 phosphate in the substrate, but only 7-fold lower with the 

+1 phosphate in the substrate. Thus, we performed additional pMtD simulations of the wt 

in complex with the substrate, in the presence or absence of the +1 phosphate, namely the 

5PO or 5OH substrate. These simulations aimed to explore the mechanistic reasons for this 

huge difference in hFEN1 activity. As for the wt and mutant systems, the path connects T 

and R states. Mechanistically, we found that, during the T→R transition in 5PO, the 

residues Arg104 and Lys132 and Tyr40 stably interact with the +1 phosphate, guiding the 

substrate towards the proper position in the active site. These specific interactions are 

missing in the dynamics of the 5OH system, in which Arg104 and Lys132 are more 
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solvent-exposed and flexible. Nonetheless, these interactions do not affect the overall 

energetics for the T→R transition (Figure B.10). In fact, the FES of both the 5PO and 5OH 

systems are similar. They show a deep minimum at the initial T state that is connected to 

R through a barrier of ~20 kcal mol−1, thus completing the T→R transition. Hence, in our 

simulations, the presence/absence of the +1 phosphate in the substrate does not severely 

affect the formation of R, i.e. the binding of the substrate in 5PO and 5OH is equally 

plausible, which is in line with the experimental Kd (5OH is bound ~20-fold more weakly 

than 5PO, while its turnover rate is ~300-fold more slowly than 5PO158). 

 

Figure IV.5 Close views of the active site of 5’ nucleases members that possess an analogous 

second/third shell of positively charged cleft (light green) close to the 5’-end (red) and the two-

metal-ion center (MgA, MgB, in orange). Human ExoG, with second-shell and third-shell 

positively charged residues (Arg109, Lys148, Arg183, Arg314, and Lys315) in licorice (PDB ID 

5T5C). Human λ-Exonuclease, with residues suggested to act for the electrostatic ratchet of the 

substrate (Arg28, Thr33, and Ser35) and the catalytic Lys131 in licorice (PDB ID 3SM4, 3SLP 

for Lys131). D. radiodurans RecJ, with the second-shell and third-shell arginine residues (i.e. 

Arg109, Arg280 and Arg373) in licorice (PDB ID 5F55). BamHI, with the second-shell and third-

shell residues in licorice (PDB ID 2BAM). 

Based on this evidence, we turned our attention to the effect of the +1 phosphate on the 

release of the leaving group from hFEN1 active site. We ran confined well-tempered 

metadynamics (see Methods section) and compared three different leaving groups, namely: 

i) the thymine monophosphate (TMP) nucleotide as the reaction product for the 5PO 

system; ii) the 5’OH thymine nucleotide (TOH), as the reaction product for the 5OH 

system; and iii) the 5’-flap (see Appendix B for further information). Two CVs described 

the departure of the leaving TMP/TOH/5’-flap group from the active site: CV1, defined as 

the distance between the C.O.M. of the Cα of Glu160, Asp179, Asp181 in the first 

coordination shell of the two-metal-ion center and the C.O.M. of the heavy atoms of 

TMP/TOH/nucleotide along the flap coordinating the catalytic MgB; CV2, defined as the 
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distance between the C.O.M. of the heavy atoms of the two nucleobases involved in the 

base pair of the leaving group (Figure B.11). 

As expected, we found that the leaving group departure is favored with the 5’-flap, 

which overcomes a barrier of ~15 kcal mol−1. The exit path is characterized by 2 transitory 

metastable states (Figure B.11) that lead the leaving flap motif to the bulk solution. 

Interestingly, Arg104 and Lys132 steering residues maintained their interactions with the 

flap product throughout the simulations, assisting the full release of the leaving group. This 

exit pathway and the overall mechanism are conserved with the TMP, where the terminal 

phosphate interacts with the surrounding steering residues Arg104 and Lys132. In this case, 

the energy for leaving group departure is ~20 kcal mol−1, thus a bit higher than that 

computed with the 5’-flap. Through the Eyring–Polanyi equation, this computed barrier is 

in line with the experimental kcat value for this particular system (kcat=0.024 ± 0.003 min−1 

→ ΔG=21.6 kcal mol−1).165 Intriguingly, this data shows that the flap region is thus 

beneficial for leaving group departure. Notably, this is even more evident with the substrate 

that misses the last phosphate, which has to overcome an even higher barrier of ~30 kcal 

mol−1. That is, the flap region is readily expelled despite its large size, compared to the 

shorter leaving groups examined here. Together, these free energy calculations, although 

semiquantitative, provide a possible explanation for the mechanism adopted by hFEN1 to 

specifically select the correct substrate. In particular, the phosphate steering residues play 

a crucial role in the Michaelis-Menten complex formation in the presence of the natural 

substrate, which preferentially contains a long 5’-flap accommodated through the narrow 

gateway. However, for the shorter substrate without the 5’-flap, the steering residues 

anchor the +1 phosphate to assist the release of the leaving group through the gateway. 

Extension to other 5’ nucleases. Based on our findings, we investigated whether other 

nucleases exploit this enzymatic strategy for phosphate steering. A sequence alignment 

among hFEN1 family members (i.e. hExo1, hGEN1, hXPG) already showed that those 

specific basic residues are (semi)conserved.158 To further analyze this strategic location of 

basic residues (Arg/Lys) in other metalloenzymes,66,125,306 we performed structural 

comparisons of hFEN1 and additional nucleases. This allowed us to identify basic residues 

similarly localized in the vicinity of the catalytic site, as for the steering residues in hFEN1 

(Figure IV.5). For example, the human ExoG45, which is 5′ metallo-exonuclease enzyme 
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co-crystallized in complex with the DNA substrate, has two lysine and two arginine 

residues (i.e. Lys148, Arg183, Arg314, Lys315) located near the terminal 5′ phosphate 

(Figure IV.5). Notably, an additional arginine (Arg109) is positioned close to the catalytic 

active site, as is Arg100 in hFEN1. Likewise, an electrostatic-driven binding force was 

hypothesized for Exo-λ,260,307 where the substrate is threaded towards the active site 

through the attraction of the terminal 5′ phosphate of the DNA substrate to a positively 

charged pocket. This pocket is formed by Arg28, Thr33, and Ser35 residues, which interact 

though salt bridge and H-bond with the terminal 5’phosphate (Figure IV.5). Similarly, 

three arginine residues (i.e. Arg109, Arg280, Arg373) are found around the phosphodiester 

backbone in RecJ in complex with the DNA substrate (Figure IV.5).262,308 Notably, the 

mutation of both Arg280 and Arg373 leads to the inactivation of nuclease activity.309,310  

 

Scheme IV.1 Schematic representation of the steps during hFEN1 catalysis. Bottom left box: the 

molecular mechanism of phosphate steering residues Arg104 and Lys132 acting concertedly with 

Arg100 to promote the Michaelis-Menten complex formation. Bottom right box: the molecular 

mechanism for leaving group departure assisted by phosphate steering residues. 

In addition, in BamHI311 three lysine residues (i.e. Lys84, Lys89, Lys146 – see Figure 

IV.5), together with Arg155, are located close to the 5’ end of the substrate. Moreover, 

similarly to the hFEN1 catalytic residues Lys92 and Arg100, in BamHI we note that 
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Arg122 and Lys126 are close to the scissile phosphate. Altogether, these structural 

observations further corroborate the hypothesis that these numerous second and third-shell 

positively charged residues enable phosphate steering, a mechanism that promotes the 

specific nuclease enzymatic activity. 

Interestingly, this structural evidence from other nucleases nicely complements recent 

MD simulations of hExo1 in complex with a 5PO substrate, where we detailed the crucial 

interaction of two basic residues (Arg93, Arg96) with the +1 phosphate.312 Those 

interactions promoted the stabilization of the DNA substrate in the precatalytic state and 

the partial release of the leaving group in the products. According to sequence alignment,158 

Arg96 in hExo1 was suggested as the counterpart of Arg104 in hFEN1. The putative 

steering residues in hExo1 are Arg95, Arg96, Arg121, and Asn124 (corresponding to 

Arg103, Arg104, Arg128, and Lys132 in hFEN1, respectively). In addition, our MD 

simulations highlighted the role of Arg93, which acts with Arg96 for 5’ phosphate steering 

in hExo1.312 Notably, hExo1 is primarily a 5’ exo-nuclease313; thus, it preferentially binds 

and processes substrates without the 5’flap. In this regard, the exit of the short 5PO 

substrate in hExo1 is further promoted by a specific and transient third magnesium 

ion,151,312 which we did not observe in hFEN1. This may be due to the presence of the long 

5’-flap being the leaving group in hFEN1. Overall, these results suggest that these 5’ 

nucleases also select and bind the optimal substrate thanks to strategically localized 

second-shell and third-shell positively-charged residues,125 which enable the functional 

phosphate steering of the substrate. 

 Conclusions 

In summary, we have elucidated the molecular mechanism of action of phosphate 

steering residues during hFEN1 catalysis (Scheme IV.1 and Scheme B.1). We defined how 

the phosphate steering residues act dynamically during the entire catalytic process of 

hFEN1. During the binding of 5’-flap DNA substrate, the phosphate steering residues favor 

the threading of the 5’-flap through the narrow gateway towards the solvent-exposed side. 

The strategically located positively charged side chains of these residues establish contacts 

with the phosphodiester backbone at the beginning of the binding process. Consequently, 

the substrate is specifically placed with the scissile phosphate oriented to bind the two 
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catalytic metal ions. Once there, Arg100 establishes salt bridge interactions with both +1 

and the scissile phosphates, thus correctly positioning the substrate for catalysis. 

Importantly, this may reduce the possibility of off-target incisions. Intriguingly, phosphate 

steering may play a role for the mechanical stress of the substrate to favor precise and 

efficient bond breaking at the catalytic site, somehow mimicking what has been 

demonstrated for polymer hydrolysis in solution.314,315 This mechanistic hypothesis, 

however, remains to be explored.  

When the Michaelis-Menten complex is formed, the reaction for DNA cleavage can take 

place. Modelling this chemical step will clearly require a quantum chemical approach, such 

as hybrid quantum mechanics/molecular mechanics (QM/MM) calculations to quantify the 

energetics of bond breaking and forming, and evaluate the mechanistic implications for 

catalysis.267,316 However, from our enhanced MD simulations, we realize that after 

catalysis, the release of the leaving group from the active site is favored by the solvent-

exposition of the 5’-flap leaving group, combined with the steering residues' dragging 

action (Scheme IV.1). In addition, when hFEN1 hydrolyzes a shorter substrate lacking the 

5’flap, after substrate hydrolysis, the steering residues are equally critical, promoting the 

exit of the leaving group, which has to cross the gateway for departure from the catalytic 

site. This occurs thanks to key interactions with the +1 phosphate (Scheme B.1), which 

also explains hFEN1’s dramatically lower catalytic activity for substrates lacking the +1 

phosphate158 (and so incapable of forming this crucial interaction for leaving group 

departure).  

In hFEN1, the mechanistic action of the phosphate steering residues is therefore critical 

for substrate binding and correct site incision, eventually prompting leaving group 

departure. Finally, our structural analyses suggest that this catalysis-enabling mechanism 

is conserved and used by other metallonucleases, with implications for enzyme design and 

drug discovery.266 

 Material and Methods 

Structural models. We used eight different model systems for the MD simulations: (i) 

the wild-type (wt) threaded state, based on the recent X-ray structure of the DNA-hFEN1 

complex (PDB ID 5KSE158), which includes the 5′-flap DNA substrate; (ii) the mutated 
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RRRK-A and (iii) RRRK-E threaded state (RRRK-A/-E, respectively), modeled on the wt 

X-ray structure (PDB ID 5KSE158); the wt hFEN1 bound to the exonucleolytic DNA 

substrate in the threaded state in which the last nucleotide on 5’-end of the DNA was either 

(iv) a 5’-monophosphate (5PO) or (v) a 5’-OH (5OH) modeled on the X-ray structure (PDB 

ID 5KSE158); the wt product state of either (vi) the 5’-flap substrate, (vii) the 5’-

monophosphate or (viii) the 5’-OH (the product systems are modeled on the X-ray structure 

of the pre-reactive complex - PDB ID 5UM9158, in which we manually cleaved the scissile 

phosphate). The most probable protonation state of titratable residues in wt and mutated 

enzymes was established through pKa calculations based on the Poisson-Boltzmann 

equation (using the DelPhiPka web server317). Each system was solvated with a 12-Å layer 

of TIP3P water molecules,200,318 and the ion concentration was set to the concentration used 

for crystallization. The final models include a total of ~70,000 atoms. 

MD simulation set-up. We used extensive force-field-based MD simulations, which 

are highly informative for complex enzyme/nucleic acid assemblies.268,269,271,319,320 Here, 

the AMBER-ff14SB273 and OL15274,275 force fields were used to treat the hFEN1 enzyme 

and the DNA, respectively. The terminal 5′-monophosphate group of the nucleotide was 

parametrized with the general Amber force field (GAFF)183, and the atomic charges were 

derived using the RESP procedure, according to the Merz−Singh−Kollman scheme.276,277 

Monovalent metal ions (i.e. Na+, K+ and Cl-) were treated using the Joung–Cheatham 

parameters.321 Divalent metal ions (i.e. Mg2+) were parametrized according to Li et al.322 

A time integration step of 2 fs was used and the lengths of all bonds involving hydrogen 

atoms were constrained using the P-LINCS algorithm.278 A velocity-rescaling thermostat 

was used to set a system temperature of 310K,284 while the Parrinello–Rahman barostat 

maintained a constant pressure of 1bar.285 Long-range electrostatic interactions were 

calculated with the particle mesh Ewald (PME) method using a Fourier grid spacing of 1.6 

Å. Periodic boundary conditions in the three directions of Cartesian space were applied. 

All MD simulations were performed with Gromacs2020.2.279 The systems were all subject 

to the same MD simulations procedure. First, we carried out energy minimization to relax 

the water molecule and the ions. Here, the catalytic ions (i.e. MgA, MgB) together with 

both hFEN1 and DNA backbones were kept fixed with harmonic positional restraints of 

1000 kcal mol-1 Å2. Then, the systems were heated up from 0 to 310 K with an NVT 
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simulation for a total of ~1.5 ns with the same positional restraints used in the energy 

minimization. Additionally, ~1 ns of simulation in NPT ensemble was performed with 100 

kcal mol-1 Å2 restraints on the same atoms. Finally, a production run were performed in 

the NPT ensemble for each system. We collected overall ~5.5 μs of MD trajectories, 

specifically: (i) ~1.1 μs for the wt threaded system; (ii) ~1.1 μs for each of the RRRK-A/-

E mutated systems; (iii) ~1 μs for each of the exonucleolytic DNA substrate-hFEN1 

complexes (i.e. 5PO and 5OH); (iv) ~100 ns for each of the cleaved state. 

Free energy calculations. Five metadynamics simulations were performed to 

characterize the formation of the Michaelis-Menten complex in the wt, RRRK-A/-E, 5PO 

and 5OH systems. We used the PATH323 method to compute the progress of the process. 

The reference path connecting the threaded state and the reactant state is defined by a total 

of nine equally distanced points in the space defined by two key distances: i) the distance 

be-tween the C.O.M. of the scissile phosphate and the C.O.M. of the catalytic Mg ions (i.e. 

dMP0) and ii) the distance be-tween the catalytic MgA, MgB (i.e. d2). Each step of the path 

is equally spaced with ΔdMP0 ~0.2 Å and Δd2 ~0.1 Å. The threaded structure is identified 

by dMP0 ~6 Å and d2 ~5 Å, and the reactants structure is identified by dMP0 ~2.8 Å and d2 

~3.8 Å. As per Branduardi et al.,218 two-path collective variables (pCVs) are used (S and 

Z), which define the progress along the reference path and the distance from the reference 

path, respectively. To sample the free energy landscape, we used well-tempered 

metadynamics simulations.216 An upper limit for d2 distance was set to 4.5 Å, together with 

upper and lower limits for dMP0 distance set to 6 Å and 2 Å, respectively. The height of the 

Gaussian was set to 1.2 kJ mol-1, while the width of the Gaussian was set to 0.1 on S and 

0.001 on Z. A fictitious CV temperature of 3720 K and a deposition rate of 1 ps−1 was used. 

We collected ~500 ns for the wt system and ~230 ns for all other systems (i.e. RRRK-A/-

E, 5PO, 5OH).  

To characterize the release of the leaving group from the active site, we then performed 

well-tempered metadynamics using a confined procedure,217 which excludes regions of the 

conformational space that are not relevant to the chemical event under investigation.312 

Here, two collective variables were used: i) the distance between the C.O.M. of the heavy 

atoms of the leaving group (i.e. TMP/TOH/3’-end nucleotide along the flap coordinating 

the catalytic MgB) and the C.O.M. of the Cα of Glu160, Asp179, Asp181 in the first 
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coordination shell of the two catalytic metal ions; ii) the distance between the C.O.M. of 

the heavy atoms of the two nucleobases involved in the base pair of the leaving group. We 

used an initial hill height of 1.2 kJ mol−1, a hill width of 0.5 Å, a fictitious CV temperature 

of 3720 K, and a deposition rate of 1 ps−1. The simulations were conducted until 

convergence. 
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 Quercetin and luteolin are single-digit 

micromolar inhibitors of the SARS-CoV-2 RNA-dependent 

RNA polymerase 

Abstract 

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has rapidly become a 

global health pandemic. Among the viral proteins, RNA-dependent RNA polymerase 

(RdRp) is responsible for viral genome replication and has emerged as one of the most 

promising targets for pharmacological intervention against SARS-CoV-2. To this end, we 

experimentally tested luteolin and quercetin for their ability to inhibit the RdRp enzyme. 

These two compounds are ancestors of flavonoid natural compounds known for a variety 

of basal pharmacological activities. Luteolin and quercetin returned a single-digit IC50 of 

4.6 µM and 6.9 µM, respectively. Then, through dynamic docking simulations, we 

identified possible binding modes of these compounds to a recently published cryo-EM 

structure of RdRp. Collectively, these data indicate that these two compounds are a valid 

starting point for further optimization and development of a new class of RdRp inhibitors 

to treat SARS-CoV-2 and potentially other viral infections. 

 Introduction 

The COVID-19 pandemic, caused by the emerging new severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2), is having a tragic impact on humans and also affecting our 

economy. Thanks to an unprecedented and extensive collaboration between academia, 

biotech companies, and governments, vaccines have been discovered to combat and 

contain this pandemic. Despite the vaccination programs, SARS-CoV-2 continues to be a 

human threat worldwide. In addition, the emergence of virus variants is an additional threat 

in relation to the spread of COVID-19. It is likely that COVID-19 will remain an endemic 

disease.324 Therefore, small molecule drugs to treat SARS-CoV-2 infections are an 

additional weapon to fight SARS-CoV-2. 

The publication of the viral genome sequence revealed that the SARS-CoV-2 genome is 

closely related to the earlier SARS-CoV (more than 80% sequence identity) and, to a lesser 



75 
 

extent, to MERS-CoV viruses.325 This information has triggered the identification of 

druggable targets based on what was already known for SARS-CoV and MERS-CoV. In 

particular, the spike protein, 3-chymotrypsin-like protease (Mpro), papalin-like cysteine 

protease (PLpro), and the RNA-dependent RNA polymerase (RdRp) have emerged as 

potential targets for drug discovery campaigns owing to their crucial role in viral entry and 

host-cell invasion.326–328 Specifically, the spike protein recognizes the host receptor, 

facilitating fusion between the viral envelope and the host cell membrane.329 The protease 

Mpro catalyzes the proteolysis of polyproteins translated from the viral genome. The RdRp 

enzyme is responsible for the replication of RNA from an RNA template.2,3 Therefore, 

RdRp is a nonstructural protein that plays a crucial role in the virus life cycle, acting during 

the viral replication and transcription processes.326,327,330,331 Additionally, the absence of a 

human RdRp counterpart and the high similarity of RdRp within different RNA viruses 

make this enzyme an attractive target for drug repurposing and development of drugs for 

COVID-19 and potentially other viral infections.327,331,332 

 

Figure V.1 Chemical structures of luteolin and quercetin. 

Given RdRp’s essential role, a wide array of approved nucleoside and nucleotide analogs 

have been considered for repurposing as candidates to block RdRp of SARS-CoV-2.333–336 

Among them, remdesivir and favipiravir have reached clinical trials. But despite the 

promising inhibitory effects of remdesivir and favipiravir, with EC50 values of 0.77 µM 

and 61.88 μM, respectively,337 clinical trials showed adverse effects and no statistically 

significant benefits for hospitalized patients.338 More recently, another nucleoside analog, 

molnupiravir, has entered clinical trials. Molnupinavir is an orally available and efficacious 

ribonucleoside analog inhibitor of influenza viruses and, similarly to remdesivir, it has been 

repurposed against SARS-CoV-2.339  However, the RdRp complex of coronavirus can 

excise erroneous mutagenic nucleotides incorporated into viral RNA, thus creating 
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resistance to nucleotide analog drugs.340,341 Consequently, non-nucleoside inhibitors could 

hamper the development of resistance.  

In this context, natural products are another source of active compounds with promising 

antiviral activity. These compounds may serve as a starting point for the development of 

newer molecular entities with greater efficacy and affinity, and with fewer side effects.342 

Among them, luteolin and quercetin, which are two ancestors of flavonoid compounds, are 

known for having a range of basal pharmacological activities, including antiviral properties 

against picornavirus (RNA virus) and DNA viruses, such as hepatitis B virus, herpes 

simplex, and adenovirus.343–345 

As depicted in Figure V.1, luteolin and quercetin are based on a 15-carbon skeleton with a 

chromone core comprising bicyclic 1,4-benzopyrone (A- and C-rings) substituted on 

carbon 2 with a catechol moiety (B-ring). Ring A features a phloroglucinol substitution 

pattern with two free hydroxyl groups in position 5 and 7. Notably, quercetin differs from 

luteolin by only one additional hydroxyl group in 3 position.  

Luteolin and quercetin have already been the subject of in silico and in vitro studies focused 

on the SARS-CoV-2 Mpro and spike proteins.346,347 Docking calculations followed by in 

vitro testing showed that luteolin and quercetin inhibit the viral protease 3CLpro with IC50 

values in the micromolar range (20 µM and 24 µM, respectively), and with Ki ~ 7 μM in 

the case of quercetin.348–350  In addition, quercetin was found to be active against two crucial 

targets of SARS-CoV, namely Mpro and NTPase/helicase.351,352  

Furthermore, molecular docking analysis of natural compounds in the active site of RdRp 

of SARS-CoV-2 suggest luteolin and quercetin as potential inhibitors of this crucial viral 

enzyme.353 Nevertheless, to the best of our knowledge, they have never been 

experimentally tested on SARS-CoV-2 RdRp. Thus, we decided to evaluate their activity 

against this specific target. Here, we report their potency and computed binding mode at 

the viral RdRp target. 

 Results and Discussion 

First, luteolin and quercetin were tested at two fixed concentrations of 25 µM and 100 µM 

for their ability to block the viral RdRp target. Both compounds completely inhibited the 

enzyme at 100 µM, with an inhibition of more than 80% at 25 µM (Table 1). Prompted by 
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these preliminary data, we measured dose-response curves to calculate the IC50 values 

(Table 1) by determining each compound’s inhibition activity at 10 different 

concentrations, ranging from 0.005 µM to 100 µM (Figure V.2). Luteolin returned an IC50 

of 4.6 ± 0.3 µM and quercetin an IC50 of 6.9 ± 1.0 µM. Thus, both compounds displayed a 

greater potency against RdRp polymerase than those reported against SARS-CoV-2 Mpro 

and spike proteins (see above). Encouraged by such promising single-digit IC50 values for 

these compounds, we decided to evaluate in vitro their drug-like properties, namely 

aqueous kinetic solubility, together with metabolic and plasma stabilities (Table V.1). 

 

Figure V.2 Dose-response curves with IC50 values for luteolin (A) and quercetin (B). 

Luteolin and quercetin have a kinetic solubility of 21 ± 4 µM and 16 ± 5 µM in PBS neutral 

buffer (pH 7.4), respectively. In terms of metabolic stability, both compounds showed an 

optimal microsomal stability (t1/2 > 60 min). In blood plasma, luteolin was stable in the 

measured time span (120 min), while quercetin was poorly stable (t1/2 = 7 ± 2 min), 

probably due to the additional hydroxyl group in 3 position. A recently published 
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cryoelectron microscopy (cryo-EM) structure of SARS-CoV-2 RdRp in complex with two 

molecules of suramin (PDB ID 7D4F),354 a century-old non-nucleotide analog drug, has 

revealed two new druggable pockets at the protein target. The binding of suramin to one 

pocket, BRNA (Figure V.3), prevents the binding of the RNA template strand, while the 

binding of suramin to the other pocket, BNTP (Figure V.3), prevents both the entry of the 

nucleotide triphosphate into the catalytic site and the binding of the RNA processed strand 

(Figure V.3). However, despite a promising IC50 value of 0.26 µM,33 suramin is associated 

with a high risk of off-target effects on other enzymes in the cell, together with its highly 

negative charge, which may hinder its penetration into cells.354 Nevertheless, these two 

newly identified binding sites at RdRp are suitable pockets to target with non-nucleotide 

analog drug hits. 

Table V.1 In vitro inhibitory activity against SARS-CoV-2 RdRp, kinetic solubility in neutral 

water, microsomal stability in mouse, and plasma stability in mouse of luteolin and quercetin. 

 

Based on these structural findings, we investigated the possible binding modes and the 

protein-ligand interactions for luteolin and quercetin at the BRNA and BNTP pockets in RdRp. 

Specifically, the BRNA cavity is formed by the conserved G motif and the N terminus of B 

motif of the enzyme, and the key residues interacting with suramin are Asn497, Lys500, 

Arg569, Gln573 and Lys577. In contrast, the BNTP cavity is located near the catalytic active 

site, which is formed by conserved A, C, E, and F motifs. Here, the key interactions are 

formed between suramin and Lys551, Arg553, Arg555, Arg836, and Asp865 residues. 354 

To explore the binding modes for luteolin and quercetin, we performed molecular docking 

of both molecules on the two binding sites (i.e. BRNA and BNTP) after removing the suramin 

(Figure 4). The Schrödinger's Protein Preparation Wizard tool was used to prepare the 

protein, with the addition of hydrogens and the prediction of pKa values for ionizable 

residues. Subsequently, an extensive visual inspection was carried to check the overall 

quality of the final structures. Then, for the molecular docking, luteolin and quercetin were 

processed with the LigPrep tool to properly prepare the ligands (e.g. assigning atom 

charges, converting 2D to 3D structures, and generating tautomeric and ionization states – 
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at pH=7.0 ± 0.4). LigPrep generated four structures (i.e. two for luteolin and two for 

quercetin), which differ in the protonation state of the OH group at position 7 (Figure C. 

1), namely LutOH, LutO-, QueOH, and QueO-. These structures were used for 

protein−ligand docking with Glide. The docking grid was centered on the suramin’s center 

of mass, either bound to the BRNA or the BNTP pocket. Extra-precision Glide (XP)355 was 

used and a maximum of 20 poses for each molecule were generated (for a total of 24 and 

39 poses for BNTP and BRNA pockets, respectively). The resulting docking scores for luteolin 

and quercetin are shown in the Supporting Information (Table C. 1). For the BNTP binding 

pocket, the best docking scores (in kcal mol-1) correspond to –7.62 and –5.23, for QueO- 

and LutOH molecules, respectively. At the BRNA pocket, the main interactions are formed 

between QueO-/LutOH molecules and His439, Ser549, Lys551, Arg555, Ser814, His816, 

and Arg836 residues (Figure V.4). In contrast, at the BRNA binding pocket, the predicted 

higher docking scores corresponded to –7.69 and –6.18, for QueO- and LutO- molecules, 

respectively. The main interactions identified by the molecular docking are between the 

ligands and Asn496, Asn497, Lys500, Arg 569, Gln573, Lys577, and Tyr689 (Figure V.4). 

 

Figure V.3 (A) 2D structure of suramin. (B) Crystallographic structure (PDB ID 7D4F)[33] of the 

RdRp-suramin complex. Only the catalytic nonstructural protein 12 (i.e. nsp12) is depicted. On the 

left, the two binding pockets with suramin molecules bound, i.e. BRNA and BNTP, are depicted as 

blue and green surfaces, respectively. (C) Close view of the two binding sites, the suramin molecules 

(as blue and green licorice), the superimposed double-strand RNA (as cartoon), and the incoming 

nucleotide (as yellow licorice). 

To further check the stability of the docked structures, we ran equilibrium force-field-based 

MD simulations (~480 ns in total) of the four selected XP poses for luteolin and quercetin 

at the BRNA and BNTP binding pockets. The integration of experimental results with 
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molecular docking and MD simulations provided a detailed molecular understanding of 

the inhibitory action of luteolin and quercetin on RdRp.  

 

Figure V.4 Top: XP Glide docking poses for luteolin and quercetin in dark blue and pink licorice, 

respectively. The interacting residues are in green licorice for BNTP pocket and light blue for BRNA 

pocket. Bottom: the root mean squared deviations (RMSD) of the MD simulations for the four 

systems: i.e. i) BRNA-LutO- , ii) BRNA-QueO- , iii) BNTP-LutOH, and iv) BNTP-QueO-. 

This strategy had already been successfully applied in several other cases.356–360 A total of 

four MD simulations of 120 ns each were performed, i.e. i) BRNA-LutO-, ii) BRNA-QueO-, 

iii) BNTP-LutOH, and iv) BNTP-QueO- (see Supporting Information for details). In both 

BNTP-LutOH/QueO- systems, the overall ligand-enzyme complex stably maintains the 

interactions of the starting docking structure. The RMSD mean values for the heavy atoms 

of the complexes are 3.2 ± 0.5 Å and 3.0 ± 0.4 Å, respectively (Figure V.4). During the 

MD simulations of BNTP-LutOH system, the ligand showed some flexibility over time, with 

the RMSD mean value for the heavy atoms of 7.5 ± 1.3 Å (Figure C. 2). This reflects the 
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reorientation and reorganization of the interactions established between LutOH and the 

enzyme. Specifically, after the first ~50ns, the ligand moved closer to the side chain of 

Ser814, Arg836, and Asp865, forming a stable network of interactions that was maintained 

during the simulations (Figure C. 2). Interestingly, these residues also interact through H-

bond with suramin in the crystal structure. Additionally, other crystal structures of the 

SARS-CoV-2 RdRp-RNA complex showed that Ser814 and Arg836 interact with the RNA 

primer strand,326,361–367 further supporting the relevance of these residues for ligand 

recognition and binding. In contrast, BNTP-QueO- system showed a slightly more stable 

conformation of the ligand within the pocket, with an RMSD value for the heavy atoms of 

6.3 ± 0.9 Å (Figure C. 3). Here, the interactions formed by QueO- with the RdRp enzyme 

involved His439, Ser549, Ser814, Arg836 side chains (Figure C. 3) and the Ile548 

backbone. Although His439, Ile548, and Ser549 do not directly participate in RNA 

binding, they are positioned within ~10 Å from the double-strand RNA and from the entry 

path of the incoming nucleotide.  

For the BRNA-LutO-/QueO- systems, the overall ligand/enzyme complex showed no major 

differences in the overall stability, as reported by an RMSD mean value for the heavy atoms 

of 2.8 ± 0.3 Å and 2.6 ± 0.3 Å, respectively (Figure V.4). Here, both ligands showed a 

reduced flexibility compared to the BNTP-LutOH/QueO- systems, with a remarkable 

stability of the Que-O- ligand at the pocket. Indeed, the RMSD mean values for the heavy 

atoms of LutO-/QueO- are 6.4 ± 2.1 Å and 2.0 ± 0.8 Å, respectively (Figure C. 4 and Figure 

C. 5). This also reflects the stable H-bond interactions formed by QueO- and RdRp enzyme. 

In detail, interactions are established between the side chains of Arg569, Gln573, and both 

LutO- and QueO- ligands (Figure C. 4 and Figure C. 5), while only the latter interacts with 

the side chain of Asn497, Tyr689, and Ser759 (Figure C. 5). Notably, considerable 

structural evidence (e.g. PDB 6XEZ, 7B3B, 7B3C, 7B3D)366,367 shows that these three 

residues interact with the template strand, thus stabilizing the RNA substrate binding. 

326,361–367 Moreover, Ser759 side chain is located close to the incoming nucleotide binding 

side.368 These residues are therefore an optimal anchor point for inhibitors of the catalytic 

activity of the RdRp enzyme. 

Overall, the results of our MD simulations indicate that both binding pockets may properly 

bind and stably host luteolin and quercetin. Nevertheless, the increased stability and higher 
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number of contacts between the BRNA
 pocket and these ligands suggests that this binding 

site may be more suitable for ligand binding and structure-based drug design.  

These computational insights will serve to start future campaigns for hit-to-lead design, as 

witnessed recently in computational studies used to guide experiments for drug design 

targeting viral proteins.369,370  Notably, Jorgensen et al.371 recently performed a virtual 

screening of ∼2000 approved drugs with a consensus virtual screening protocol used 

together with MD simulations and biochemical assay. This indicated 14 known drugs 

active in the micromolar range against 3CLpro. Starting from this evidence, the group 

subsequently applied free-energy perturbation (FEP) calculations to fine-tune the drug-

target interaction of the initial hit, perampanel. This led to the design of a new set of 

compounds with IC50 values in the low nanomolar range, whose binding poses have been 

corroborated by co-crystal structures.52 With this successful example in mind, our results 

now form the basis for a hit-to-lead campaign targeting the SARS-CoV-2 RdRp enzyme.  

 Conclusions 

In summary, starting from the pharmacological properties of flavonoids, we experimentally 

tested luteolin and quercetin against SARS-CoV-2 RdRp, a crucial target of the virus 

responsible for the COVID-19 pandemic. The IC50 value is 4.6 ± 0.3 µM for luteolin and 

6.9 ± 1.0 µM for quercetin. To the best of our knowledge, this is the first study that 

quantifies the inhibitory potency of luteolin and quercetin against RdRp, with the evidence 

of a one-digit micromolar range. Notably, this inhibitory activity is better than previous 

IC50 values reported for these two compounds against other viral proteins of SARS-CoV-

2. We also investigated and proposed potential binding modes of these compounds to the 

target protein. Thus, our experimental and computational results complete previous 

computational investigations that proposed these two known natural products against 

COVID, providing experimental values for activity and new mechanistic insights.353 Taken 

together, our results endorse a further exploration of a new chromone class of RdRp 

polymerase inhibitors to treat Sars-CoV-2 and potentially other viral infections.  
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 Material and Methods 

Biochemical assay. The natural flavonoids luteolin and quercetin were tested against 

SARS-CoV-2 RdRp with an in vitro enzymatic inhibition assay in collaboration with BPS 

Bioscience. The assay was performed with compounds obtained from commercial sources 

(luteolin from Fluorochem, quercetin from Sigma-Aldrich). Compounds purity is >99% 

based on our HPLC analysis (see SI). The RdRp reactions were conducted in duplicate at 

37°C for 60 minutes in a 10 µl mixture containing assay buffer (20 mM Tris pH8.0 and 

0.01% Triton X100), RNA duplex, ATP substrate and enzyme, and the test compound. The 

enzyme was produced by BPS Bioscience, and was formulated as 45 mM Tris-HCl pH 8.0, 

124 mM NaCl, 2.4 mM KCl, 4 mM MgCl2, 1 mM TCEP, 10% glycerol. Typical purity 

was 95-97%, and typical concentration was 1 mg/ml. These 10 µl reactions were carried 

out in wells of 384-well Optiplate (PerkinElmer). A 10 mM stock solution of test 

compound in DMSO was prepared. Dilutions of this stock solution were prepared in assay 

buffer (5% DMSO concentration) and 2 µl of the dilution was added to a 6 µl of RdRp 

(final concentration 0.08 mg/mL) containing RNAse inhibitor for preincubation (30 

minutes at room temperature with slow shaking). Reaction was started by addition of 2 µl 

of the substrate mix containing RNA duplex (40 nM) and ATP substrate (3 µM). Final 

concentration of DMSO was 1% in all reactions (reference compound – 0% DMSO). After 

enzymatic reactions, 10 µl of anti-Dig Acceptor beads (PerkinElmer, diluted 1:500 with 1x 

detection buffer) were added to the reaction mix. After brief shaking, plate was incubated 

for 30 minutes. Finally, 10 µl of AlphaScreen Streptavidin-conjugated donor beads 

(Perkin, diluted 1:125 with 1x detection buffer) were added. In 30 minutes, the samples 

were measured in AlphaScreen microplate reader (EnSpire Alpha 2390 Multilabel Reader, 

PerkinElmer). In the absence of the compound, the intensity (Ce) in each data set was 

defined as 100% of activity. In the absence of the enzyme, the intensity (C0) in each data 

set was defined as 0% of activity. The percent activity in the presence of each compound 

was calculated according to the following equation: % activity = (C-C0)/(Ce-C0), where C 

is the intensity in the presence of the compound. As a positive control, the reference 

compound 6-chloropurine-ribose TP was tested at three different concentrations (0.02 µM, 

0.2 µM, and 2 µM). 
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In vitro microsomial stability. 10 mM DMSO stock solution of test compound was pre-

incubated at 37 °C for 15 min with mouse liver microsomes added 0.1M Tris-HCl buffer 

(pH 7.4). The final concentration was 4.6 µM. After pre-incubation, the co-factors 

(NADPH, G6P, G6PDH and MgCl2 pre-dissolved in 0.1M Tris-HCl) were added to the 

incubation mixture and the incubation was continued at 37˚C for 1h. At each time point (0, 

5, 15, 30, 60min), 30 µL of incubation mixture was diluted with 200 µL cold CH3CN spiked 

with 200 nM of internal standard, followed by centrifugation at 3500g for 15 min. The 

supernatant was further diluted with H2O (1:1) for analysis. The concentration of test 

compound was quantified by LC/MS-MS on a Waters ACQUITY UPLC/MS TQD system 

consisting of a TQD (Triple Quadrupole Detector) Mass Spectrometer equipped with an 

Electrospray Ionization interface. The analyses were run on an ACQUITY UPLC BEH 

C18 (50x2.1mmID, particle size 1.7µm) with a VanGuard BEH C18 pre-column 

(5x2.1mmID, particle size 1.7µm) at 40 °C, using 0.1% HCOOH in H2O (A) and 0.1% 

HCOOH in CH3CN (B) as mobile phase. Electrospray ionization (ESI) was applied in 

positive mode. The percentage of test compound remaining at each time point relative to t 

= 0 was calculated. The half-lives (t½) were determined by a one-phase decay equation 

using a non-linear regression of compound concentration versus time. 

In vitro Plasma Stability. 10 mM DMSO stock solution of test compound was diluted 50-

fold with DMSO-H2O (1:1) and incubated at 37˚C for 2 h with mouse plasma added 5% 

DMSO (pre-heated at 37˚C for 10 min). The final concentration was 2 µM. At each time 

point (0, 5, 15, 30, 60, 120min), 50 µL of incubation mixture was diluted with 200 µL cold 

CH3CN spiked with 200 nM of internal standard, followed by centrifugation at 3500 g for 

20 min. The supernatant was further diluted with H2O (1:1) for analysis. The concentration 

of test compound was quantified by LC/MS-MS on a Waters ACQUITY UPLC/MS TQD 

system consisting of a TQD (Triple Quadrupole Detector) Mass Spectrometer equipped 

with an Electrospray Ionization interface. The analyses were run on an ACQUITY UPLC 

BEH C18 (50x2.1mmID, particle size 1.7µm) with a VanGuard BEH C18 precolumn 

(5x2.1mmID, particle size 1.7µm) at 40 °C, using 0.1% HCOOH in H2O (A) and 0.1% 

HCOOH in CH3CN (B) as mobile phase. Electrospray ionization (ESI) was applied in 

positive mode. The response factors, calculated on the basis of the internal standard peak 
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area, were plotted over time. When possible, response vs. time profiles were fitted with 

Prism (GraphPad Software, Inc., USA) to estimate compounds half-life in plasma. 

Aqueous kinetic solubility. The aqueous kinetic solubility was determined from a 10 mM 

DMSO stock solution of test compound in Phosphate Buffered Saline (PBS) at pH 7.4. The 

study was performed by incubation of an aliquot of 10 mM DMSO stock solution in PBS 

(pH 7.4) at a target concentration of 250 µM resulting in a final concentration of 2.5% 

DMSO. The incubation was carried out under shaking at 25°C for 24h followed by 

centrifugation at 21.100g for 30 min. The supernatant was analyzed by UPLC/MS for the 

quantification of dissolved compound by UV at a specific wavelength (215 nm). The 

analyses were performed on a Waters ACQUITY UPLC/MS SQD system consisting of a 

SQD (Single Quadrupole Detector) Mass Spectrometer equipped with Electrospray 

Ionization interface. The analyses were run on an ACQUITY UPLC BEH C18 column 

(50x2.1mmID, particle size 1.7µm) with a VanGuard BEH C18 pre-column (5x2.1mmID, 

particle size 1.7µm), using 10 mM NH4OAc in H2O at pH 5 adjusted with AcOH (A) and 

10mM NH4OAc in CH3CN-H2O (95:5) at pH 5 (B) as mobile phase. 

Molecular docking of luteolin and quercetin with SARS-CoV-2 RdRp. First, the 

SARS-CoV-2 RdRp was retrieved from PDB database (PDB ID 7D4F354) and subsequently 

prepared for docking. The preparation was carried by Schrödinger's Protein Preparation 

Wizard tool and included: i) addition of hydrogen atoms, ii) elimination of water molecules 

not involved in ligand-binding interaction, iii) assignment of atomic charges. 

Subsequently, energy minimized 3D molecular structures of luteolin and quercetin were 

generated and prepared for docking using LigPrep tool. Additionally, possible ionization 

states were generated using LigPrep tool, thus resulting in tow possible states for each 

molecules (see Figure C. 1). Eventually, the SARS-CoV-2 RdRp structure (PDB ID 

7D4F354) was used for docking luteolin and quercetin. The grid was centered on the 

suramin’s center of mass, and the docking was performed using Glide XP 

methodology355,372. 

Structural Models for molecular dynamics simulations. We used four different systems 

for the MD simulations: i) BRNA-LutO- , ii) BRNA-QueO- , iii) BNTP-LutOH and iv) BNTP-

QueO-. Each system was solvated with a 12-Å layer of TIP3P water molecules, and Na+ 
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ions were added to neutralize the net charge of the systems. The final models include a 

total of ~183,000 atoms.  

Molecular dynamics simulations set-up. We used force-field-based MD simulations to 

check the stability of the docked structures. Here, the AMBER-ff14SB373 force field was 

used to treat the RdRp enzyme. All four ligands were parametrized with the general Amber 

force field (GAFF)374, and the atomic charges were derived using the RESP procedure, 

according to the Merz−Singh−Kollman scheme.375 Na+ metal ions were treated using the 

Joung–Cheatham parameters.376  A time integration step of 2 fs was used and the lengths 

of all bonds involving hydrogen atoms were constrained using the P-LINCS algorithm.377 

A velocity-rescaling thermostat was used to set a system temperature of 310K,378 while the 

Parrinello–Rahman barostat maintained a constant pressure of 1bar.379 Long-range 

electrostatic interactions were calculated with the particle mesh Ewald (PME) method 

using a Fourier grid spacing of 1.6 Å. Periodic boundary conditions in the three directions 

of Cartesian space were applied. All MD simulations were performed with Amber2020. 

The systems were all subject to the same MD simulations procedure. First, we carried out 

energy minimization to relax the water molecule and the ions. Here, both the ligand and 

the RdRp backbone were kept fixed with harmonic positional restraints of 300 kcal mol-1 

Å2. Then, the systems were heated up from 0 to 310 K with NVT simulations for a total of 

1 ns with 300 kcal mol-1 Å2 restraints on the ligand. Additionally, 1 ns of simulations in 

NPT ensemble was performed with the same positional restraints used in the NVT 

simulations. Three additional NPT simulations of 1 ns each were performed gradually 

removing the restraints on the ligand. Finally, a production run were performed in the NPT 

ensemble for each system. We collected overall ~480 ns of MD trajectories, specifically 

~120 ns for each system. 
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 Final Remarks and Perspective 

Nucleic acids processing enzymes are responsible for vital processes during cell life, 

like repair, recombination and replication mechanisms. Among them, metallonucleases 

employ catalytic metal ions to catalyze the phosphodiester bond hydrolysis, in particular 

the two-metal-ion mechanism is the most commonly used. Other metalloenzymes share the 

same strategy to efficiently perform the catalytic reaction, such as DNA and RNA 

polymerases, for this they share common catalytic core. Over the years, a lot of attention 

has been dedicated to investigate the two-metal-ion catalysis, thus allowing a deep 

comprehension at atomistic level of such mechanism. Moreover, further studies have 

suggested additional structural elements as catalytically relevant to ensure fidelity, 

specificity, and efficiency for nucleic acids processing. Such elements locates in close 

proximity of the two-metal-ion centre. However, whether these elements have a catalytic 

function and what is their role during catalysis is still unclear. 

 

In this context, recent in crystallo reaction intermediates of hExo1 have captured a third 

divalent metal ion intermittently bound close to the two-metal-ion active site. Evidences of 

this third ion has been observed in several polymerases and nucleases. This work presents 

a computational investigation at atomistic level on the recruiting mechanism and functional 

role of such third metal ion during hExo1 catalysis (0). Second-shell acidic residue (Glu), 

is found to act as recruiter for the third metal ion, which is turn serves as an exit shuttle for 

the leaving group departure after hydrolysis. Further structural analysis show that such 

second-shell negatively charged element is persistently found in a similar, structurally 

conserved, and strategic position in several other nucleases, which seem to share this 

enzymatic mechanism to promote DNA hydrolysis. 

 

In addition, crystallographic structures together with mutagenesis data of hFEN1, suggest 

phosphate steering as molecular mechanism to favor specificity and catalysis. Intriguingly, 

four basic residues located in the second- and third-shell of the two-metal-ion active site 

are proposed to electrostatically govern and control such molecular mechanism. This work 

offers a molecular understanding of how these conserved positively charged residues 

operate the phosphate steering mechanism to promote catalysis (Chapter IV). The 
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mechanistic action of such residues is found to be critical in hFEN1 catalysis for substrate 

binding and correct site incision, eventually prompting leaving group departure. 

Additionally, structural analysis of other metallonucleases identified basic residues 

similarly localized in the vicinity of the catalytic site, thus suggesting that this catalysis-

enabling mechanism is conserved and used by other metallonucleases.   

 

In parallel to the main research area, a drug discovery project has been carried on. To date, 

the new SARS-CoV-2, is having a ruinous impact on human health care as well as global 

economy. Although the massive vaccination campaign carried out in several countries, the 

development of effective drugs to treat SARS-CoV-2 infection remain an urgent unmet 

need. Among the possible targets, the RdRp has been identified as potential target for a 

drug discovery campaign. Given the pharmacological properties of flavonoids, luteolin and 

quercetin have been experimentally tested against SARS-CoV-2 RdRp. Notably, the 

resulting IC50 values of 4.6 ± 0.3 µM for luteolin and 6.9 ± 1.0 µM for quercetin turned out 

to be better than previous IC50 values reported for these two compounds against other viral 

proteins of SARS-CoV-2. We also investigated and proposed potential binding modes of 

these compounds to the target protein. Taken together, our results endorse a further 

exploration of a new chromone class of RdRp polymerase inhibitors to treat SARS-CoV-

2 and potentially other viral infections. 

 

To conclude, metalloenzymes offer intriguing applications such as target therapy, 

engineering enzymes and biotechnology. Even though extensive efforts have contributed 

to elucidate key mechanistic aspects of catalysis in DNA and RNA processing, there is still 

much to clarify. The work presented here comprises molecular mechanism insights that 

increase our understanding of structure-function properties of metallonucleases with 

implications for enzyme design and drug discovery. 
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Appendix A 

Structural Models. To model the reactant state, we employed the X-ray structure of the 

wild-type pre-reactive system (PDB ID 5V06)59 with a resolution of 2.75 Å. Notably, we 

removed the last three residues (residues 355, 356 and 357) due to the fact the previous 8 

residues, i.e. residues between 347 and 354, were missing from the X-ray structure. We 

removed also the residue 346, in order to make the systems consistent with the product 

system, where the residue 346 is missing. Moreover, also the first residue (Met1) was 

missing. To reproduce the wild-type structure of hExo1 in a competent state for catalysis, 

the manganese ions were replaced with magnesium ions. The final structure of the wild-

type system includes residues from 2 to 346, and 4 metal ions, the two catalytic MgA and 

MgB, the third ion MgC and the K+ bound to the DNA and H2TH motif. In order to model 

the reactant system without the presence of the third MgC in the vicinity of the terminal 5’ 

phosphate, we manually removed MgC.  

From the reactant structure without the third metal ion in the vicinity of the active site, we 

modelled the Glu89Ala mutant system, where the native Glu89 was replaced by an alanine. 

To model the product state, we employed the X-ray structure of the cleaved system (PDB 

ID 5V0A)59, with a resolution of 2.38 Å. We removed the last two residues, i.e. residues 

355 and 356. Also, in this structure the first residue (Met1) was missing. To reproduce the 

wild-type structure of hExo1 in the product state, the Ala225 mutation and the manganese 

ions were replaced with the native aspartate and magnesium ions. As for the reactant 

mutant system, we built the Glu89Ala mutant for the product system. From the wild-type 

product structure, the Glu89 was replaced by the alanine. 

Then, we modelled an additional product state, which was built using the pre-reactive 

crystal structure as a template, which also contains the third ion. In this model, we manually 

cleaved the scissile phosphate in order to free the leaving group, and we inserted a bond 

between the electrophilic phosphorous and the nucleophilic oxygen. Finally, we also 

adjusted the geometry of the cleaved newly formed 5’ phosphate, in order to have the 

correct geometry for a SN2-like reaction, as expected for this two-metal-ion catalysis. As 

for the reactant system, the manganese ions were replaced with magnesium ions.  

Hydrogen atoms were added to each system. Subsequently, each system was immersed in 

a water box where the distance between the solute and the edge of the box was set to 12 Å. 
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To neutralize the overall charge of the systems Cl-, K+, Na+ and Mg2+ ions have been added. 

For all these three procedures, we used the tLEAP program of the AMBER 17 package. 

 

Classical Molecular Dynamics Simulations. The protocol we adopted to run classical 

MD simulations was formed by two steps: i) equilibration phase; ii) production phase. For 

the equilibration phase, each system for the reactant state was minimized using a steepest-

descent minimization algorithm keeping everything but the water fixed in the 

crystallographic position with a harmonic force constant of 5000 kJ mol-1 nm-2. Then a 

second minimization with the same algorithm without any restraint. This procedure was 

adopted for the reactant state because one water molecule was missing in the first 

coordination shell of one of the two catalytic metal ions. For the product state the system 

was minimized using a steepest-descent minimization algorithm. Then, each minimized 

system was heated from 0 to 310 K in 450 ps in NVT ensemble, keeping the backbone 

atoms and the two catalytic magnesium atoms fixed in their original positions, using a 

harmonic force constant of 5000 kJ mol-1 nm-2. After this, 5 ns NPT simulation was carried 

out at 310 K and 1 bar, maintaining backbone and magnesium atoms constrained. 

Eventually, for the production phase, MD was carried out in the NPT ensemble without 

any restraint. The first 50 ns of the production phase was considered as part of the 

equilibration and for this reason it was discarded from subsequent analyses. A short-range 

neighbor list cut-off of 12 Å was used.380A Parrinello-Rahman barostat285 and a velocity-

rescaling thermostat284 were employed with a relaxation time τ of 2 ps and 0.1 ps, 

respectively. All the snapshots were saved every 50 ps.  

 

Confined Well-tempered Metadynamics. In the present work, we were interested to 

calculate the free-energy surface (FES) for the release of the leaving group (AMP) in 

presence/absence of the third metal ion. In this case, regions of the solvent box very far 

from the active site were of no interest. Thus, our goal was to sample as much as possible 

the region where the distance between the centre of mass (COM) of the heavy atoms of 

AMP and the COM of the Cα of the aspartates in the first coordination shell of the two 

catalytic metal ions, was no longer than 26 Å. In order to avoid sampling conformational 

space of no interest, we used a the metadynamics approach, with a confined procedure217 
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already applied by our group. 217 This method is based on the confinement of the single 

walker metadynamics run in a specific region of the conformational space. During the well-

tempered metadynamics simulations, the value of the Collective Variable (CV) is checked. 

If the CV value is lower than a specified CV boundary value, determining the region of 

interest, then that conformation is stored in a pool of frames. When the CV value is higher, 

the simulation restarts from a randomly chosen conformation among the stored (see more 

details in Ref. 217).  

  

Transition State Theory. The Eyring-Polanyi equation is used to derive the rate of a 

chemical reaction, from the state A to the state B (𝑘𝐴→𝐵), within the temperature T.381 The 

equation derives from the Transition State Theory and has the following formula:  

 𝑘𝐴→𝐵 = 𝜅
𝑘𝐵𝑇

ℎ
𝑒−

Δ‡𝐺𝐴→𝐵
𝑅𝑇  [16] 

where 𝑘𝐵 is the Boltzmann’s constant, ℎ is the Planck’s constant, 𝑅 is the gas constant, 

Δ‡𝐺𝐴→𝐵 is the Gibbs energy of activation and 𝜅 is the transmission coefficient that is often 

assumed equal to one in order to refer to the fundamental no-recrossing assumption of 

Transition State Theory. The Transition State Theory provides a simplistic view of the 

kinetic of the enzyme and here it is used to compare the order of magnitude of the 

enzymatic turnover rate. From the experimental value of the catalyst rate constant, 𝑘𝑐𝑎𝑡,165 

we derived the theoretical value for the Gibbs energy of activation for the rate-determining 

step of the overall catalytic process using the Eyring equation. The result obtained agrees 

with our estimation of the free energy barrier for the leaving group departure process, 

which is therefore compatible with the overall catalytic reaction. 
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Figure A.1 Simulated annealing omit map (1σ contour) identifies the presence of MC coordinated 

by the terminal 5’ phosphate (PDB ID 5V06, 5V07, 5V08, 5V09)59 and the different orientations 

of Glu89 in the pre-reactive and post-reactive states. Diffraction data were collected at 100 K at 

the Advanced Photon Source or the Advanced Light Source, as reported in Shi, Y. et al59. 
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Figure A.2 Time evolution of root mean square deviation (RMSD) for the backbone atoms of 

hExo1. (A) Wild-type Reactant State (RS3M). The average RMSD value for the Replica1 is 1.02 ± 

0.11 Å and for Replica2 is 0.99 ± 0.12 Å. (B) Wild-type Reactant State without the third metal ion 

(RS2M). The average RMSD value for the Replica1 is 1.56 ± 0.23 Å and for Replica2 is 1.23 ± 

0.14 Å. (C) Mutated Glu89Ala Reactant State (RSGlu89Ala). The average RMSD value for the 

Replica1 is 1.27 ± 0.15 Å and for Replica2 is 1.17 ± 0.15 Å. (D) Wild-type Product State (PS2M). 

The average RMSD value for the Replica1 is 1.46 ± 0.22 Å and for Replica2 is 1.46 ± 0.17 Å. (E) 

The Product State with the third metal ion (PS3M). The average RMSD value is 1.25 ± 0.15 Å. (F) 

Mutated Glu89Ala Product State (PSGlu89Ala). The average RMSD value for the Replica1 is 1.35 ± 

0.17 Å and for Replica2 is1.35 ± 0.21 Å. 
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Continue on the next page. 
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Figure A.3 (A) Representation of time evolution distances between: i) the nucleophile oxygen of 

the water (ONu) and the phosphorous (PEl), in red and between ii) the two catalytic magnesium ions 

(MgA, MgB), in orange. Representation of time evolution of the dihedral angles (δ), taken along 

C, Cα, Cβ, Cγ bonds, for the guide residues Tyr32, in blue, and His36, in green. Data are taken 

from the reactant systems RS3M and RS2M. (B) Schematic representation of the distances and 

dihedral angles reported in (A). The structure is taken from PDB ID 5V06. 
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Figure A.4 (left) Representation of time evolution distance between nitrogen atom of the terminal 

amine group of Lys85 (Nδ) and oxygen atom of the scissile phosphate (O2P). (right) Schematic 

representation of the distance analysed. Lys85 in the last snapshot of the simulation is represented 

in licorice (orange); the magnesium ions, the DNA nucleotides and Lys85, in the crystallographic 

position (PDB ID 5V06) are represented in licorice and ball and stick, respectively (white). 
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Figure A.5 (Bottom) Graphs of time evolution of coordination number of the MgC ion with non-

water oxygen atoms (coloured from brown to purple, as a function of time) and the pseudo dihedral 

angle (ϕ) taken along N, Cα, Cδ, Cγ bonds of Glu89. The octahedral geometry of MgC is 

maintained for the entire simulation time and it is completed by water molecules. (Top) Schematic 

representation of the pseudo dihedral angle (ϕ) and the different positions of MgC during time, 

exemplified using a snapshot taken from RS3M simulations (the colour scheme for the MgC spheres 

is the same used for the coordination number in the plots in the bottom).  
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Figure A.6 (left) Frequency distribution of the distance between Cζ in Arg96 and phosphorous in 

the terminal 5’ phosphate group. Top, the frequency distribution related to the Reactant State; 

Bottom, the frequency distribution related to the Product State. (right) Schematic representation 

of the terminal 5’ nucleotide, the Arg96 and the catalytic site, taken from RS3M trajectory.  
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Figure A.7(A) Schematic representation of the distance between K+ ion from the solvent bulk and 

the terminal 5’ phosphorous concomitant with the inner/outer flipping observed during the RS2M 

(Replica1) trajectory. (B) Graphs of time evolution of the pseudo dihedral angle (ϕ) taken along 

N, Cα, Cδ, Cγ bonds of Glu89, which describes the inner and the outer conformations and the 

representation of time evolution of the distance between the monovalent ion from the solvent bulk 

and the terminal 5’ phosphorous. Data are taken from the RS2M system. 
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Figure A.8 CV1 measures the distance between the centre of mass (COM) of the heavy atoms of 

AMP and the COM of the Cα of the aspartates in the first coordination shell of the two catalytic 

metal ions, i.e. Asp152, Asp171 and Asp173. (A) Schematic representation of CV1, exemplified 

using a snapshot taken from PS3M simulations.  (B) Frequency distribution of CV1 for PS2M 

(green), PS3M (orange), PSGlu89Ala (black). (C) Time evolution of CV1 for the Product State 

systems, PS2M (green), PS3M (orange), PSGlu89Ala (black). 
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Figure A.9 Time evolution of dihedral angle (δ), taken along C, Cα, Cβ, Cγ bonds, for the guide 

residue His36 for the PS2M (top) and PS3M (bottom) systems.   
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Figure A.10 Time evolution of root mean square deviation (RMSD) of residues 80-125 (i.e. 

comprising the mobile arch), for the PS3M (left) and PS2M (right) systems.   
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Figure A.11 Sequence alignments of Exonuclease1 from 9 different organisms. Glu89 (blue) is 

strictly conserved across exonucleases as for the basic residues in the first and second coordination 

shell of MgA and MgB (light red), catalytic residues Lys85 and Arg92 (orange), guide residues, 

Tyr32 and His36 (green) and some of the proposed ‘steering’ residues Arg96 and Arg121. 

Conserved key residues are marked with arrows. 
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Figure A.12 Structure alignment of the hExo1 crystal structure (PDB ID 5V0E) with the hFEN1 

crystal structure (PDB ID 5KSE). The terminal guanidine, amide and amine groups of Arg93, 

Asn124 (in hExo1) and Lys132 (in hFEN1) residues are within a sphere of ~3 Å. 
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Figure A.13 Convergence of the well-tempered metadynamics simulations for the Glu89 

inner/outer flipping in the Reactant States (A), and in the Product States (B). (C) Convergence of 

the confined well-tempered metadynamics simulations for the leaving group unbinding process. 

Convergence was checked considering the energy values as a function of time. From ~170 ns to 

~230 ns, no significant changes in energy for Glu89 flipping were detected. From ~2*108 steps to 

~2.5*108 steps, no significant changes in energy for the leaving group release were detected.  
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Figure A.14 Population of rotamers (χ1, χ2, χ3) of Glu89 in RS3M, RS2M, PS3M and PS2M. 
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System 
name 

Method Catalytic state *MgC Mutation 

RS3M Force-field MD Reactant state Present NA 

RS2M Force-field MD Reactant state Absent NA 

PS2M Force-field MD Product state Absent NA 

PS3M Force-field MD Product state Present NA 

RSGlu89Ala Force-field MD Reactant state Absent Glu89Ala 

PSGlu89Ala Force-field MD Product state Absent Glu89Ala 

RS3M Well-tempered 
Metadynamic 

Reactant state Present NA 

RS2M Well-tempered 
Metadynamic 

Reactant state Absent NA 

PS2M Well-tempered 
Metadynamic 

Product state Absent NA 

PS3M Well-tempered 
Metadynamic 

Product state Present NA 

PS3M Confined Metadynamic Product state Present NA 

PS2M Confined Metadynamic Product state Absent NA 

 

*Present/Absent is referring to the starting point, when the minimization step starts.  

Table A.1 The table summarizes all the simulations performed. Multiple replicas per system were 

run, as specified in the results section of the manuscript.  
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Appendix B 

 

Figure B.1 MD simulation of the wt system. (A) Time evolution of the root mean square deviation 

(RMSD) for the heavy atoms of Arg100, Arg103 and nucleotides d1 and d2, using as reference the 

reactant state crystal structure (PDB ID 5UM9). The red dashed line marks the reorganization of 

Arg100 and Arg103. (B) Time evolution of distances dA and dB. dA is the distance between the 

center of mass (C.O.M.) of the heavy atoms of the guanidinium group of Arg103 and the C.O.M. 

of the heavy atoms of both d1 and d2 nucleobases. dB is the distance between the C.O.M. of the 

heavy atoms of guanidinium group of Arg103 and the C.O.M. of the +1 phosphate. After ∼250ns 

dA and dB stabilize around 4.5 Å and 5 Å, respectively. (C) Schematic representation of 

nucleotides d2, d1 and main chain atoms of s1 together with the +1 phosphate (highlighted in 

pink), the Arg103 residue (in licorice, colored in green), the catalytic Mg ions (as spheres) and the 

distances dA and dB (dashed lines). The C.O.M. of the nucleobases of d1 and d2 is represented as 

a dark grey sphere.   
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Figure B.2 (A) Probability density of the distance dMP1 for the wt and R100A systems during MD 

simulations. dMP1 is the distance between the C.O.M. of the +1 phosphate and the C.O.M. of the 

catalytic metal ions MgA and MgB. The green dashed line marks the crystallographic value of 

dMP1 (PDB ID 5KSE) where Arg100 is mutated to Ala. (B) Scatter plot of distances dMP1 and dRP0 

(where dRP0 represents the distance between the C.O.M. of the heavy atoms of guanidinium group 

of Arg100 and the C.O.M. of the scissile phosphate) collected from the MD simulations of the wt 

and RKKK-A/-E systems. The correlation has been calculated using Pearson’s method. (C) 

Schematic representation of nucleotides d2, d1 and main chain atoms of s1, together with the +1 

and the scissile phosphates (highlighted in pink and red, respectively), Arg100 (in green licorice), 

the catalytic Mg ions (as orange sphere). The distances dMP1 and dRP0 are shown as dashed lines. 
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Figure B. 3 (A) On the left, the distance between the C.O.M. of the guanidinium group of Arg104 

and the C.O.M. of the nucleobase of nucleotide s1 (blue line), and the distance between the C.O.M. 

of the guanidinium group of Arg104 and the C.O.M. of the phosphate between nucleotides s1 and 

s2 (orange line). On the right, the distance between the C.O.M. of the amino group of Lys132 and 

the C.O.M. of the nucleobase of nucleotide s1 (red line), and the distance between the C.O.M. of 

the amino group of Lys132 and the C.O.M. of the phosphate between nucleotides s2 and s3 (yellow 

line). (B) Representative snapshot from the MD simulation of the wt system showing Arg104, 

Lys132 (green licorice), nucleotides d2 to s3 along the 5’ strand of DNA and the two catalytic 

metal ions (as orange spheres). 
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Figure B.4 MD simulations of the wt system. On the left, occupancy of the H-bond between the 

OH group of Ty40 side chain and the +1 phosphate. The requirements for the formation of the H-

bond were: distance donor-acceptor < 3.5 Å and the cutoff angle < 25°. On the right, representative 

snapshot showing Tyr40 (licorice, with the OH group as red sphere), nucleotides d2, d1 and s1 

along the 5’-strand of DNA and the two catalytic metal ion (as orange spheres). 
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Figure B.5 A) Representation of the αs1d1, αd1d2 dihedral angles calculated during MD simulations 

of the wt, RRRK-A and RRRK-E systems, defined as the angle between the planes of the 

nucleobases of nucleotides d1 and s1 (αs1d1), and d1 and d2 (αd1d2) within the 5’ strand. B) 

Representative snapshot from the MD simulation of the RRRK-E system showing the non-inverted 

orientation of nucleotides d3 to s2. The dihedral angles αs1d1 and αd1d2 are also represented. 

  



113 
 

 

Figure B.6 (A) On the left, time evolution of distances dMP0 (red line) and dMP1 (pink line); on the 

right, probability density of dRP0 (green line) and dRP1 (chartreuse line) from MD simulations of 

the wt, RRRK-A and RRRK-E systems. dMP0 and dMP1 are the distances between the C.O.M. of 

the catalytic MgA and MgB ions and the C.O.M. of the scissile and +1 phosphates, respectively. 

dRP0 and dRP1 are the distances between the C.O.M. of the guanidinium group of Arg100 and the 

C.O.M. of the scissile and +1 phosphates, respectively. (B) Representation of nucleotides d2, d1 

and s1 together with the +1 and scissile phosphates (highlighted in pink and red, respectively), 

Arg100 (green licorice), the catalytic Mg ions (as orange sphere) and the distances dRP0, dRP1, 

dMP0 and dMP1.  
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Figure B.7 (Left) Probability density of the Debye-Huckel interaction energy between the 5’ flap 

DNA substrate and the wt and RRRK-A/-E hFEN1 enzymes. The Debye-Huckel interaction 

energy was calculated using Plumed2.6, setting the temperature to 310K, the ionic strength to 1M 

and the dielectric constant of the solvent to 80. (Right) Time evolution of the Debye-Huckel 

interaction energy during the simulations of the wt (dark red line), RRRK-A (blue) and RRRK-E 

(yellow) systems. 
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Figure B.8 (A) Schematic representation of the exonucleolytic DNA substrates (i.e. without the 

5’-flap), ending with either a 5’-monophosphate (top) or 5’-OH group (bottom). They 

correspond to the DNA substrates of the 5PO and 5OH systems. The scissile phosphate as for the 

optimal double-flap DNA substrate is indicated with a red arrow. (B) Probability density of the 

RMSD values for the heavy atoms of the terminal 5’-nucleotide during the simulations of the 

5PO and 5OH systems. (C) Probability density of the distance between the C.O.M. of the +1 

phosphate (i.e. the terminal 5’-phosphate) and the C.O.M. of the heavy atoms of the guanidinium 

group of Arg104 (cyan line) and the distance between the C.O.M. of the +1 phosphate and the 

C.O.M. of the heavy atoms of the amino group of Lys132 (brown). (D) Representative snapshot 

from the MD simulation of the 5PO system showing Arg104, Lys132 (in green licorice), 

nucleotides d1 and d2 along the 5’-strand of DNA and the two catalytic metal ions (as orange 

spheres).  
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Figure B.9 (A) Free energy profile (in kJ mol-1) corresponding to the dihedral angle (δ) for the wt, 

RRRK-A/-E systems, as reconstructed from the pMtD simulations reweighting the histograms of 

the sampled distributions and converting them into free energy values, as implemented in Plumed. 

(B) Representation of the two conformations assumed by Tyr40 side chain and corresponding to 

the two minima in the free energy profiles shown in (A). On the left, Tyr40 is not able to form H-

bond interactions with the phosphate, while on the right (i.e. in the reactant state) Tyr40 side chain 

has rotated and thus can interact with the phosphate (dashed black line). The atoms taken into 

account to calculate the dihedral angle δ (i.e. C, Cα, Cβ and Cγ) are shown as white spheres. 
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Figure B.10 pMtD free-energy landscape of the 5PO and 5OH systems, where the threaded (T) 

and reactant (R) states are indicated. 
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Figure B.11 Free energy landscape for the leaving group release in the 5’-flap, 5PO and 5OH 

systems from confined well-tempered metadynamics simulations. The minima are indicated with 

white letters. A representation of the collective variables CV1 and CV2 is also shown for the three 

systems. CV1 is the distance between the C.O.M. of the heavy atoms of the nucleotide leaving 

group and the C.O.M. of the Cα of Glu160, Asp179, Asp181 in the first coordination shell of ions 

MgA and MgB (blue circles). CV2 is the distance between the C.O.M. of the nucleobase of d1 and 

the complementary nucleotide (yellow circles).  
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Figure B.12 Convergence of the free energy profiles from the pMtD simulations of the wt, RRRK-

A/-E, 5PO and 5OH systems. The projections of the free energy on the path variables S (left panels) 

and Z (right panels) are shown during the progress of the metadynamics simulations.  



120 
 

 

Figure B.13 Convergence of the free energy profiles for the release of the leaving group from 

metadynamics simulations of the 5’-flap, 5PO and 5OH systems. Free energy profiles projected 

on CV1 (distance between the C.O.M. of the heavy atoms of the nucleotide leaving group and the 

C.O.M. of the Cα of Glu160, Asp179, Asp181 - left panels) and on CV2 (distance between the 

C.O.M. of the nucleobases of d1 and the complementary nucleotide - right panels) are shown 

during the progress of the metadynamics simulations. 
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Figure B.14 Energy profiles of the formation of the Michaelis-Menten complex and leaving group 

departure for the wt hFEN1-5’flap substrate system. 

  



122 
 

 

Figure B.15 Energy profiles for the formation of the Michaelis-Menten complex and leaving 

group departure for both the wt hFEN1-5’PO substrate system (5PO) and the wt hFEN1-5’OH 

substrate system (5OH). 
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Scheme B.1 Schematic representation of the catalytic steps during hFEN1 catalysis on 

exonucleolytic DNA substrate (i.e. 5’PO). On the bottom left box, the molecular mechanism of 

phosphate steering residues Arg104 and Lys132 acting concertedly with Arg100 to promote the 

Michaelis-Menten complex formation. In the bottom right box, the molecular mechanism for 

leaving group departure assisted by phosphate steering residues.  
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Appendix C 

Chromatography analysis of luteolin and quercetin 

The chromatographic analyses were run on an ACQUITY UPLC BEH C18 (50x2.1mmID, 

particle size 1.7µm) with a VanGuard BEH C18 pre-column (5x2.1mmID, particle size 1.7µm) 

(LogD>1). The mobile phase was 10mM NH4OAc in H2O at pH 5 adjusted with AcOH (A) and 

10mM NH4OAc in CH3CN-H2O (95:5) at pH 5 (B). The mobile-phase B proportion increased 

from 10 % to 90 % in 7 min. 

Luteolin  
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Quercetin 
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Computational studies – Detail 

 

 
Figure C. 1 Chemical structures of luteolin and quercetin in different protonation states. 
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*in red selected poses for subsequent MD simulations   

BRNA binding pocket BNTP binding pocket 
Name GScore Name GScore 
*QueO- -7,689 *QueO- -7,62 

QueO- -7,656 QueOH -5,443 

QueO- -7,541 *LutOH -5,228 

QueO- -7,25 LutOH -5,172 

QueO- -7,191 LutOH -4,746 

QueO- -7,168 QueOH -4,534 

QueO- -6,554 QueO- -4,309 

*LutO- -6,175 QueO- -4,199 

LutO- -6,122 QueOH -4,178 

LutO- -6,081 QueOH -4,098 

QueOH -5,977 QueOH -4,076 

QueOH -5,939 QueO- -4,054 

QueOH -5,935 QueO- -3,807 

QueOH -5,927 LutO- -3,464 

QueOH -5,923 QueO- -3,354 

LutO- -5,869 QueOH -3,351 

QueOH -5,801 QueO- -3,209 

QueOH -5,722 LutOH -3,181 

QueOH -5,48 LutOH -3,077 

QueOH -5,446 LutOH -3,074 

QueOH -5,439 LutO- -3,039 

LutO- -5,21 LutOH -2,902 

LutO- -5,187 LutOH -2,889 

LutO- -5,161 LutOH -2,864 

LutO- -5,111   

LutO- -5,028   

LutO- -4,99   

LutO- -4,899   

LutO- -4,88   

LutO- -4,603   

LutO- -4,34   

LutO- -4,148   

QueO- -3,95   

QueO- -3,828   

LutOH -3,501   

LutOH -3,009   

LutOH -2,945   

LutOH -2,89   

LutO- -2,469   

Table C. 1 Docking scores of both ligands in each protonation state, obtained from XP Glide for both 

binding pockets (i.e. BRNA and BNTP). 
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Figure C. 2 MD simulation of the BNTP-LutOH system. (Top) Time evolution of the root mean square 

deviation (RMSD) for the heavy atoms of LutOH. (Bottom) Time evolution of the distances between 

the center of mass (C.O.M.) of the heavy atoms of the LutOH ligand and i) the C.O.M. of the heavy 

atoms of the guanidinium group of Arg836 (in light brown), ii) the C.O.M. of the heavy atoms of the 

carboxyl group of Asp865 (in pink), and iii) the C.O.M. of the heavy atoms of the side chain of Ser814 

(in cyan). The dashed line marks the reorganization of LutOH. 
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Figure C. 3 MD simulation of the BNTP-QueO- system. (Top) Time evolution of the root mean square 

deviation (RMSD) for the heavy atoms of QueO-. (Bottom) Time evolution of the distances between 

the center of mass (C.O.M.) of the heavy atoms of the QueO- ligand and i) the C.O.M. of the heavy 

atoms of the guanidinium group of Arg836 (in light brown), ii) the C.O.M. of the heavy atoms of the 

side chain of Ser549 (in pink), iii) the C.O.M. of the heavy atoms of the side chain of Ser814 (in 

cyan). The dashed line marks the reorganization of LutOH, and iv) the C.O.M. of the heavy atoms of 

imidazole group of His439. The dashed line marks the reorganization of LutOH. 
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Figure C. 4 MD simulation of the BRNA-LutO- system. (Top) Time evolution of the root mean square 

deviation (RMSD) for the heavy atoms of LutO-. (Bottom) Time evolution of the distances between 

the center of mass (C.O.M.) of the heavy atoms of the LutO- ligand and i) the C.O.M. of the heavy 

atoms of the guanidinium group of Arg569 (in light brown), ii) the C.O.M. of the heavy atoms of the 

side chain of Gln573 (in pink). 
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Figure C. 5 MD simulation of the BRNA-QueO- system. (Top) Time evolution of the root mean square 

deviation (RMSD) for the heavy atoms of QueO-. (Middle) Time evolution of the distances between 

the center of mass (C.O.M.) of the heavy atoms of the QueO- ligand and i) the C.O.M. of the heavy 

atoms of the guanidinium group of Arg569 (in light brown), ii) the C.O.M. of the heavy atoms of the 

side chain of Gln573 (in pink). (Bottom) Time evolution of the distances between the center of mass 

(C.O.M.) of the heavy atoms of the QueO- ligand and i) the C.O.M. of the heavy atoms of the side 

chain of Tyr689 (in green), ii) the C.O.M. of the heavy atoms of the side chain of Asn496 (in blue), 

and iii) the C.O.M. of the heavy atoms of the side chain of Ser759 (in yellow). 
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