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Abstract

This thesis deals with optimization techniques and modeling of vehicular networks. Thanks to the models realized with the integer linear programming (ILP) and the heuristic ones, it was possible to study the performances in 5G networks for the vehicular. Thanks to Software-defined networking (SDN) and Network functions virtualization (NFV) paradigms it was possible to study the performances of different classes of service, such as the Ultra Reliable Low Latency Communications (URLLC) class and enhanced Mobile BroadBand (eMBB) class, and how the functional split can have positive effects on network resource management. Two different protection techniques have been studied: Shared Path Protection (SPP) and Dedicated Path Protection (DPP). Thanks to these different protections, it is possible to achieve different network reliability requirements, according to the needs of the end user.

Finally, thanks to a simulator developed in Python, it was possible to study the dynamic allocation of resources in a 5G metro network. Through different provisioning algorithms and different dynamic resource management techniques, useful results have been obtained for understanding the needs in the vehicular networks that will exploit 5G. Finally, two models are shown for reconfiguring backup resources when using shared resource protection.
Chapter 1

Introduction

Smart mobility was born with the aim of making the roads safer, exploiting a set of technologies in wide development, thanks to the attraction by companies and international research. To make roads and cities intelligent, a telecommunications network is needed that allows vehicles to communicate with the infrastructure, with the vehicles themselves and with all the smart devices present in the network. This network must be reliable and offer a continuous connection to the devices so that it can be secure for the users. Over the years, various protocols have followed one another with the aim of achieving the performance, from 802.11 P to 4G. The evolution of 4G for vehicles (C-V2X) has made it possible to approach the requisites necessary to make vehicles safe, but it is with 5G that service classes have been defined that perfectly enclose the requirements of reliability and vehicular safety. For this reason, companies and telephone companies are aiming at 5G mobile networks, which makes it possible to achieve a latency lower than 10 milliseconds, a very high number of connections available at the same time and edge computing, which allows much faster processing with local management. In order to achieve these key performance indicators (KPI), 3 service classes have been defined: enhanced Mobile BroadBand (eMBB), massive Machine Type Communications mMTC and Ultra Reliable Low Latency Communications (URLLC). With the eMBB class, the aim is to allow high effective data transmission speed for the user and greater network capacity, which will be able to support the transmission of video streams to a greater number of active users simultaneously, even when
they are concentrated in limited areas. The mMTC class of services is basically the revisiting of the low speed and low consumption connection modes already standardized in the most recent LTE networks, such as NB-IoT (NarrowBand IoT). The URLLC class of services, on the other hand, will represent the true technological innovation of 5G, opening the way to potential new applications, for example in the automotive and industrial sector, where real-time response times are needed with orders of magnitude less than possible with today’s LTE networks.

In order to guarantee the desired performance, these classes of service must be at the same time optimized and well connected network. With the increase of the antennas in the area, functions distributed in the network must therefore be associated which will allow the use of the same physical network, with the achievement of the different KPIs required by the different services. This new architecture is based on a functional separation of the processing capacity of mobile radio sites (baseband): the so-called functional split. This technology separates the real-time and non-real-time functions: the first most critical are managed on the site where the antennas closest to the user are present, the second are centralized and virtualized at higher network levels. The physical network can therefore be divided into several sub-parts, which must be optimized according to use. The connection between the two parts of the split takes place through an efficient ethernet fronthauling interface. The network chain is then divided into several parts: Radio Unit (RU), Distributed Unit (DU), Centralized Unit (CU), Core / Cloud. In this way, the baseband is able to control thousands of cells, increasing network efficiency through dynamic management of resources to respond to rapid traffic changes. In addition, baseband virtualization through paradigms as Network Functions Virtualization (NFV) and Software-Defined Networking (SDN) introduce agility, flexibility, reliability, and security. The application of these paradigms is called network slicing, which allows the coexistence of multiple classes of service with different KPIs within the same physical network. Protection schemes need to be deployed in support of different slices on the same transport infrastructure and related resources need to be minimized accordingly, to possibly limit cost and energy consumption.
Chapter 1. Introduction

The objective of this PhD thesis is to study methods for optimizing and modeling the vehicular network, allowing the achievement of the necessary requirements to make the network reliable and secure.
Chapter 2

Network solutions for vehicular networks

The automotive sector offers different service, as autonomous driving, connection between vehicles, on-board signaling, communication with other devices. To provide complete and continuous connectivity among vehicles and with the network that surrounds them is necessary a communication network infrastructure. Over the years, various technologies have followed one another (from 4G to 802.11p), which however have not allowed to achieve the necessary requirements to make the vehicular network reliable and secure. On the evolution of 4G the first experiments involving the use of Cellular Vehicle-to-everything (C-V2X) are taking shape. This technology, based on the use of release 14 of the 3GPP \[B1\], and then evolved with the subsequent specifications, allows both direct interaction between devices without using the network, and connection with the infrastructure and the network itself.

However, to make the most of it, the network needs to be reliable and with high-level of service continuity. These are precisely the key points of 5G and beyond objectives, which is why the automotive industry, telecommunications companies and telephone companies push for the fifth generation mobile networks to become the de facto standard for connected or self-driving vehicles. The ability to have a latency lower than 10 milliseconds, the very high number of connections available at the same time and edge computing, which allows much faster processing with local management, are fundamental for vehicular communication.
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In this chapter, solutions for the vehicular network will be shown, starting from the description of the C-V2X to get to 5G, going to describe the innovations compared to the previous generation that allow the achievement of the network requirements. Finally, to complete the description of the solutions, the C-RAN and VEC architectures will be described.

2.1 Paradigms C-V2X

The importance of Cellular V2X has grown rapidly, and inherits the results of previous standardization work obtained by various standardization bodies. In 3GPP documents the term V2X refers to a communication between different entities. In particular, it is possible to define the following classification:

- **V2V**: are the set of systems and functionalities that allow cars to "communicate" with the other cars nearby, sending signals, information and warnings to drivers in case of danger: information in a circle between vehicle and the other include position, direction and speed and elements processed by the on-board systems to predict potential collisions

- **V2I**: it represents any type of communication between vehicles and infrastructure. Through the protocols, it is possible to exchange security information with the infrastructure, which will in turn be responsible for managing the data and transmitting relevant information to the machines. The idea is to replace road signs (traffic lights and signs), with intravehicular information, to optimize traffic management and promptly report hazards in the route. In addition to replacing traffic signs, communications with the infrastructure will also serve to warn vehicles of possible road hazards (such as adverse weather conditions or road works in progress and lane restrictions). Communications with the infrastructure, together with vehicle communications, will ensure an adequate knowledge of traffic and effectively prevent accidents, and effective disposal of road traffic.

- **V2N**: it will be necessary to provide real-time information to the
various vehicles. In addition to the realization of a V2I-I2V communication, the vehicles will be connected in real time to the network, thus having the possibility to have real-time traffic information (and plan route changes), as well as having the Cloud services available.

- **V2P**: it is a type of connection between vehicles and people. Pedestrian detection systems can be implemented in vehicles, infrastructure or pedestrians themselves to provide alerts to drivers, pedestrians or both.

V2X allows to cover a large number of use cases, which directly depend on the resources and their purpose ([B6]). These categories are grouped into:

- **Safety**, to reduce the frequency and severity of vehicle collisions.
- **Advanced driving assistance**, for operations relating to autonomous vehicles.
- **VRU (Vulnerable Road User)**, to make safety the interaction between vehicles and non-vehicle users.
- **Convenience**, to offer diagnostic services and software updates for the vehicle.

<table>
<thead>
<tr>
<th>Application</th>
<th>Main communication mode</th>
<th>Latency (ms)</th>
<th>Reliability</th>
<th>Data rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicles platooning</td>
<td>V2V, V2I</td>
<td>10-20</td>
<td>90-99.999 %</td>
<td>0.012-65</td>
</tr>
<tr>
<td>Advanced driving</td>
<td>V2V, V2I</td>
<td>3-100</td>
<td>90-99.999 %</td>
<td>0.096-53</td>
</tr>
<tr>
<td>Extended sensors</td>
<td>V2V, V2I, V2P</td>
<td>3-100</td>
<td>90-99.999 %</td>
<td>10-1000</td>
</tr>
<tr>
<td>Remote driving</td>
<td>V2N</td>
<td>5</td>
<td>99.999 %</td>
<td>25 (Uplink)</td>
</tr>
</tbody>
</table>

These use cases require the most restrictive performance and have captured the interest of the 3GPP, which has further classified them into 4 groups and defined the required requirements ([2.1]). Vehicles platooning forming a group of vehicles moving in the same direction for short
distances. Advanced driving allows vehicles to share data and information needed to coordinate maneuvers and trajectories. Extended sensors are used for exchanging raw/processed sensor data or live video. Remote driving allows to remotely drive or remotely control a private or public vehicle ([B7]). These requirements cannot be supported by Radio Access Technologies (RATs), neither IEEE 802.11 variants nor LTE and C-V2X Releases 14 and 15. This has led to the need to create a more performing type of communication, which includes not only improvements in network performance, but which includes a global end-to-end approach, in which the network and use case requirements can be customized to make the communication experience dependent on the requests of the end user.

2.2 C-RAN and VEC

A mobile network is generally composed of a radio unit, a transport segment and a core. The RAN access network allows data to be exchanged with users via Base stations (BS). Each BS performs the radio functions and is divided into two blocks: a remote radio unit (RRU) and a baseband unit (BBU). The RRU contains components for the frequency up / down conversion, power amplification and filtering of the radio signals. Each RRU is connected directly to the antennas and BBUs. BBUs perform physical and upper layer functionality and directly interface with the transport segment, commonly called backhaul. This transport segment therefore has the task of transporting data from the BBU to the core and vice versa. Initially, the BBUs were located in close proximity to the RRUs, and this high density of BBUs in overpopulated areas led to problems such as interference. In order to overcome this problem, it was decided to centralize the processing functions in the baseband, by inserting another transport segment, the fronthaul ([B8]). The centralized radio access network (C-RAN) is a network architecture that leads to the centralization of baseband processing functions in a few stations, called BBU hotels. This centralization allows to decrease the latency and improve the efficiency and maintenance of the BBUs, which will be found in selected areas and no longer close to the RRUs.

VEC is the integration of the MEC with vehicular networks ([B9]). The
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goal is to bring communication, processing and storage resources closer to vehicular users. The VEC therefore plays a potentially fundamental role in addressing the exponentially growing needs of low delay and high reliability devices. To diversify the VEC from the MEC are the complicated communication characteristics, due to the channel environment that varies rapidly over time, and the rapid mobility of vehicular users, which leads to frequent and more dynamic topology changes. Using the VEC architecture, the user can request the necessary content from the caching nodes, without having to access the main network. Doing so reduces end-to-end latency, increasing the efficiency of network bandwidth usage.

The VEC architecture is divided into 3 levels: users level, edge level and cloud level. In the first level it is possible to find the terminals, represented by the vehicles that can exchange information with each other or with road infrastructure through different protocols, such as the ones reported in references [B10, B11]. At the Edge level there is the Road-Side Units (RSU), responsible for receiving the information sent by the vehicles, processing this information received and uploading this information to the cloud. Compared to the edge level, the cloud level has components with greater processing and storage capacity, and allows to cover a larger area. The cloud paradigm can provide global management and centralized control. The emergence of VEC allows for different types of applications, such as road safety, traffic control, the possibility of having a real-time navigation system, low latency services and high processing capacity ([B12]).

By combining the concept of C-RAN with a VEC infrastructure, it is possible to bring services closer to vehicles and support applications that require low latency and high reliability.

2.3 5G cellular networks

5G represents the fifth generation of cellular technology. It is designed to increase speed, reduce latency and improve the flexibility of wireless services. While previous generations of cellular technology (such as 4G LTE) focused on ensuring connectivity, 5G takes connectivity to the next
level by delivering connection experiences that range from the cloud to customers. 5G networks are virtualized and software-based, and take advantage of cloud technologies.

In order to meet the new requirements, 5G takes advantage of new solutions such as functional split and network slicing. The first allows the more efficient distribution of the functionalities between the baseband and radio frequency module, trying on the one hand to reduce the bandwidth requirements (bringing them to values close to the transported capacity), and latency (reaching values of the order of milliseconds), on the other hand trying to keep LTE Advanced performances similar to those obtainable in traditional Cloud RAN architectures with CPRI ([B13]) as much as possible. The second allows to virtualize the network, exploiting the same physical network and managing the network resources in order to offer a "slice" of the network based on the characteristics required by the use case.

### 2.3.1 Network slicing

Network slicing was born as tool for managing a network, designed keeping in mind the idea of satisfying the requests of multiple categories of users at the same time. On top of a shared physical architecture, a slice-based network is modeled as a series of logical networks. In order to implement it, the combined use of the Software Defined Networking (SDN) and Network Functions Virtualization (NFV) paradigms will be required. SDN contributes to the control of the various devices involved by disassociating packet forwarding and routing processes, centralizing the intelligence of a network, made up of various controllers, on a detached plane. The NFV instead offers the possibility to virtualize network services, such as routers or firewalls, normally performed on hardware.

The network is divided into multiple networks, providing an end-to-end connection whose particularity is the possibility of being adapted to accommodate a wide range of functions. Based on the requirements, three macro categories have been defined to identify the use cases. The following service classes are thus defined:
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Figure 2.1: Network slicing concept.

- **enhanced Mobile BroadBand (eMBB)**: the aim is to allow high effective data transmission speed for the user and greater network capacity, which will be able to support the transmission of video streams to a greater number of active users simultaneously, even when they are concentrated in limited areas.

- **Ultra Reliable Low Latency Communications (URLLC)**: this class of service will represent the true technological innovation of 5G, opening the way to potential new applications, for example in the automotive and industrial sector, where real-time response times are needed with orders of magnitude less than possible with today’s LTE networks.

- **massive Machine Type Communications (mMTC)**: it is basically the revisiting of the low speed and low consumption connection modes already standardized in the most recent LTE networks,
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such as NB-IoT (NarrowBand IoT).

In order to guarantee the desired performance, these classes of service must be at the same time optimized and well connected network. With the increase of the antennas in the area, functions distributed in the network must therefore be associated which will allow the use of the same physical network, with the achievement of the different KPIs required by the different services (fig. 2.1). This new architecture is based on a functional separation of the processing capacity of mobile radio sites (baseband): the so-called functional split.

### 2.3.2 Functional split

![Functional split diagram](image)

Figure 2.2: Split options.

The 5G network is a disaggregated network topology, where it is possible to separate the real-time and non-real-time functions: the first most critical are managed on the site where the antennas closest to the user are present, the second are centralized and virtualized at higher network levels. The physical network can therefore be divided into several sub-parts, which must be optimized according to use. The connection between the two parts of the split takes place through an efficient ethernet fronthauling interface. The network chain is then divided into several parts: Radio Unit (RU), Distributed Unit (DU), Centralized Unit (CU), Core / Cloud.
With the functional split it is possible to choose the functions that each block will have to perform. By associating the concept of split with virtualization, it is easy to imagine networks that are based on the same physical network but, thanks to a different subdivision of roles and a different location of the blocks, they allow to reach different requirements, according to the user’s needs.

Table 2.2: 3GPP splits bitrate requirements in Gbps for a sample antenna configuration, options from 1 to 5

<table>
<thead>
<tr>
<th>Option</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL (Gbps)</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>UL (Gbps)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Latency (ms)</td>
<td>10</td>
<td>1.5-1</td>
<td>1.5</td>
<td>0.1</td>
<td>0.1-0.2</td>
</tr>
</tbody>
</table>

Table 2.3: 3GPP splits bitrate requirements in Gbps for a sample antenna configuration, options from 6 to 8

<table>
<thead>
<tr>
<th>Option</th>
<th>6</th>
<th>7a</th>
<th>7b</th>
<th>7c</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL (Gbps)</td>
<td>5.6</td>
<td>13.6-21.6</td>
<td>53.8-86.1</td>
<td>53.8-86.1</td>
<td>157.3</td>
</tr>
<tr>
<td>UL (Gbps)</td>
<td>5.6</td>
<td>13.6-21.6</td>
<td>53.8-86.1</td>
<td>53.8-86.1</td>
<td>157.3</td>
</tr>
<tr>
<td>Latency (ms)</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

As shown in the figure 2.2, each option corresponds to different functionalities, which can be distributed in the RU, DU, CU. Each block corresponds to a level: physical level, data level and network level. Depending on the option chosen, the bandwidth and latency requirements from the network are shown in tabs 2.2 and 2.3. Each split requires different requirements at the network, and offers centralization solutions that can vary according to the needs of the network.
Chapter 3

Reliability support for vehicular networks based on functional split

As described in the chapter, classes of service are provided in the 5G network that allow to support use cases that place specific latency and bandwidth requirements in the different segments of the end-to-end transport network. These use cases certainly include those dedicated to the automotive sector: low latency is an indispensable requirement to be able to guarantee safety in the vehicular world, and among the use cases we can find interactive applications for automotive safety, control of unmanned aerial vehicles and intelligent health emergencies. The class of service foreseen to reach these requirements is the Ultra Reliable Low Latency communications (URLLC) service, a class that allows to reach a maximum latency of up to 1 ms and guaranteeing high reliability.

The 5G network design will make full use of Network Function Virtualization (NFV) combined with the Software Defined Network (SDN) paradigm, to ensure unprecedented network flexibility and reconfigurability. To improve the efficiency of the network and the flexibility of the optical aggregation network segment, fronthaul and midhaul sections have been created in the optical aggregation network. This approach allows for dynamic resource utilization based on information multiplexing based on statistical packets, resulting in greater scalability and more relaxed centralization, which allows for more relaxed bandwidth and la-
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tency constraints than C-RAN.
The main problem is how to divide the required functionalities into nodes in relation to the bandwidth available on the links and the processing capacity in the nodes themselves, with the aim of obtaining complete coverage of the packet metro network. Each node is associated with a virtual function hotel that performs the associated functions in relation to the subdivision option chosen.

In the specific case of URLLC, it is necessary to meet extremely stringent requirements in terms of latency and reliability, optimally associating functions to nodes. For this purpose it is necessary to provide additional backup resources ready to use in the event of a connection or failure of the hotel, capable of satisfying the same quality of service as the primary ones. As a result, it is possible to perform a fast connectivity swap within the slice. This approach is known in the literature as asset protection and, according to previous classifications, different protection schemes can be applied for the resilience of the fast slice [B14]. Protection schemes can be dedicated paths (DPP) or shared paths (SPP). In DPP, backup resources are dedicated and therefore cannot be shared with any other protection path. Conversely, SPP allows the sharing of backup resources between protection locations. In order to allow the sharing of resources, it is necessary to respect some rules, based on the level of protection you want. In the case of a single node or link failure, in order to share network resources it is necessary that the main paths (or primary paths) are totally separate. If the primary paths share part of the path, part of the backup path resources can be shared. SPP mechanisms are expected to require fewer additional resources than DPP, but are usually more complicated to use.

In this chapter, a network design optimization methodology to implement URLLC service in a metro area will be shown. A novel optimization algorithms based on Integer Linear Programming (ILP) are defined to solve dedicated and shared path protection problems, in the presence of single failure with the aim to minimize the number of active nodes, by adopting the functional splitting options defined by 3GPP.
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3.1 Problem formulation: latency constrained slicing

The functions composing the layers of the mobile network protocol stack can be split into multiple nodes and performed in sequence, forming a chain of functions. Function chaining has been investigated before, where service end points are known and only end to end bandwidth and latency constraints are applied [B15]. However, when providing a service, the requirements of the baseband processing must be satisfied along with the one of the end to end service, usually performed in the cloud. The bandwidth requirement to carry different functions of the protocol stack are shown in Table 3.1 for a sample antenna configuration [B16]. An example of a possible end to end URLLC service slice is presented in Fig. 3.1. The reliability required by this class of services implies the allocation of primary and backup path resources for each chain in the slice.

Table 3.1: Link capacity requirements for different 3GPP split options [B16].

<table>
<thead>
<tr>
<th>Layers</th>
<th>Split option</th>
<th>Bandwidth [Gbps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>Opt.8</td>
<td>2.4</td>
</tr>
<tr>
<td>L2</td>
<td>Opt.6</td>
<td>0.152</td>
</tr>
<tr>
<td>L3</td>
<td>Opt.2</td>
<td>0.151</td>
</tr>
<tr>
<td>Core</td>
<td>Opt.1</td>
<td>0.150</td>
</tr>
<tr>
<td>Cloud</td>
<td>-</td>
<td>0.150</td>
</tr>
</tbody>
</table>

The formulation of the BBU hotel location problem with resiliency is as follows:

- **Given**: a set of nodes and related resources, which are candidates as hotels to host baseband, core and cloud functions, properly connected through a set of links.

- **To find**: a suitable functions placement, such that the number of
active nodes (i.e., nodes hosting any function) is reduced to a minimum while reliability against single link or hotel failure is provided.

– To ensure: that each antenna is connected to URLLC service through a set of properly ordered functions forming a chain running in active nodes, so that the maximum allowed distance between the antenna and the cloud is not exceeded, the maximum bandwidth available on each link is not exceeded, and the available computational resources in each node are not exceeded.

Let us consider a network characterized by a set of nodes $N$, each with capacity $\rho_i$, interconnected by links, captured by matrix $\gamma_{i,j}$, with bandwidth $\lambda_{i,j}$ and introducing a delay $\tau_{i,j}$, with $i, j \in N$. Each node is considered to be a source $s \in S$, with a set of antennas to be connected, through a chain of functions, to the service in the cloud. Let us consider an ordered set $T = \{t_1, ..., t_q, ..., t_k\}$ of $k$ transport segments, with cardinality $|T| = k$ equal to the number of functions to be executed. Each transport segment corresponds to a couple of VNFs, one originating the transport flow and one terminating it. For instance, a generic transport segment $t_q$ is originated by one VNF ($v_{q-1}$) and requires a VNF ($v_q$) performing the functions required to elaborate its traffic, and originates the traffic towards the next transport segment $t_{q+1}$. A binary variable $x_{i,t_q,s}$ is introduced to model the assignment of sources to nodes performing related functions. When $x_{i,t_q,s}$ is equal to 1, $v_q$ (VNF function terminating transport segment $t_q$) is performed at node $i$ for source $s$, and requires the activation of node $i$, modeled by the binary variable $z_i$, for primary
and backup paths \( n \in P = \{p, b\} \). Each transport segment \( t_q \) produces a primary \( (p) \) and backup \( (b) \) flow of data for each source \( s \) through the links, captured by the binary variable \( w_{i,j,n,t,q,s} \), with a certain bitrate \( \beta_{t_q} \) and subject to latency requirements \( \delta_{t_q} \). Each VNF related to a transport segment \( t_q \) needs computational resources \( \mu_{t_q} \). The notation used in the two strategies is reported in Tables 3.2 and 3.3.

Table 3.2: List of parameters of the ILP and corresponding definitions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>set of transport segments.</td>
</tr>
<tr>
<td>( S )</td>
<td>set of source nodes.</td>
</tr>
<tr>
<td>( N )</td>
<td>set of network nodes, candidates to host virtual functions.</td>
</tr>
<tr>
<td>( P )</td>
<td>set of paths. ( P = {p, b} ) (p for primary, b for backup).</td>
</tr>
<tr>
<td>( \alpha_z, \alpha_c, \alpha_f )</td>
<td>tuning parameters for SPP objective function.</td>
</tr>
<tr>
<td>( \beta_{t_q} )</td>
<td>bandwidth requirement for transport segment ( t_q \in T ).</td>
</tr>
<tr>
<td>( \delta_{t_q} )</td>
<td>latency requirement for transport segment ( t_q \in T ).</td>
</tr>
<tr>
<td>( \gamma_{i,j} )</td>
<td>1 if exists a link between nodes ( i \in N ) and ( j \in N ) in the physical network; 0 otherwise.</td>
</tr>
<tr>
<td>( \mu_{t_q} )</td>
<td>capacity required to execute virtual function terminating transport segment ( t_q \in T ).</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>computational resources available at node ( i \in N ).</td>
</tr>
<tr>
<td>( \lambda_{i,j} )</td>
<td>available bandwidth over the link connecting nodes ( i \in N ) and ( j \in N ).</td>
</tr>
<tr>
<td>( \tau_{i,j} )</td>
<td>delay introduced by the link connecting nodes ( i \in N ) and ( j \in N ).</td>
</tr>
<tr>
<td>( M )</td>
<td>a large number.</td>
</tr>
</tbody>
</table>

3.1.1 Dedicated Path Protection model

The model for dedicated protection is as follows:
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Table 3.3: List of variables of the ILP and corresponding definitions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{i,t,q,s}^n$</td>
<td>1 if node $i \in N$ is performing VNF terminating transport segment $t_q \in T$ for source $s \in S$ for path $n \in P$; 0 otherwise.</td>
</tr>
<tr>
<td>$w_{i,j,t,q,s}^n$</td>
<td>1 if link connecting nodes $i \in N$ and $j \in N$ is carrying transport traffic $t_q \in T$ originated at source $s \in S$ for path $n \in P$; 0 otherwise.</td>
</tr>
<tr>
<td>$z_i$</td>
<td>1 if node $i \in N$ is selected to host at least one VNF; 0 otherwise.</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Computational capacity required at node $i \in N$ for backup purposes.</td>
</tr>
<tr>
<td>$f_{i,j}$</td>
<td>Required bandwidth over the link $(i,j) \in N$ for backup purposes.</td>
</tr>
<tr>
<td>$y_{i,j,t,q,s}$</td>
<td>1 if the nodes $i \in N$ and $j \in N$ are performing VNF terminating transport segment $t_q \in T$ as primary and backup, respectively, for the source $s \in S$; 0 otherwise.</td>
</tr>
<tr>
<td>$l_{i,j,k,m,t,q,s}$</td>
<td>1 if the links $(i,j) \in N$ and $(k,m) \in N$ are used to transport data of segment $t_q$ for primary and backup paths, respectively, for the source $s \in S$; 0 otherwise.</td>
</tr>
<tr>
<td>$d_{i,k,m,t,q,s}$</td>
<td>1 if the link $(k,m) \in N$ is used to transport data of segment $t_q$ for backup and the primary path passes through node $i \in N$ for the source $s \in S$; 0 otherwise.</td>
</tr>
</tbody>
</table>

Objective function:

$$\text{Minimize} \sum_{i \in N} z_i \quad (3.1)$$

Constraints:

$$\sum_{i \in N} x_{i,t,q,s}^n = 1, \quad \forall t_q \in T, s \in S, n \in P \quad (3.2)$$

$$\sum_{n \in P} \sum_{t_q \in T} \sum_{s \in S} x_{i,t,q,s}^n \leq M \cdot z_i, \quad \forall i \in N \quad (3.3)$$

3.1. Problem formulation: latency constrained slicing
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\[ \sum_{n \in P} \sum_{t \in T} \sum_{s \in S} x_{i,t}^{n,s} \mu_{t_q} \leq \rho_i, \quad \forall i \in N \]  \hspace{1cm} (3.4)

\[ \sum_{n \in P} \sum_{t \in T} \sum_{s \in S} w_{i,j,t}^{n,s} \beta_{t_q} \leq \lambda_{i,j}, \quad \forall i, j \in N \]  \hspace{1cm} (3.5)

\[ \sum_{t_c = 1}^{t_q} \sum_{i \in N} \sum_{j \in N} w_{i,j,t_c}^{n,s} \tau_{i,j} \leq \delta_{t_q}, \quad \forall t_q, t_c \in T, s \in S, n \in P \]  \hspace{1cm} (3.6)

\[ w_{i,j,t}^{p,s} + w_{i,j,t}^{b,m,s} \leq \gamma_{i,j}, \quad \forall t_q, t_m \in T, s \in S, i, j \in N \]  \hspace{1cm} (3.7)

\[ \sum_{j \in N} w_{i,j,t}^{n,s} \leq 1, \quad \forall i \in N, t_q \in T, s \in S, n \in P \]  \hspace{1cm} (3.8)

\[ w_{i,t}^{n,s} \leq x_{i,t}^{n,s}, \quad \forall i \in N, t_q \in T, s \in S, n \in P \]  \hspace{1cm} (3.9)

\[ x_{i,t}^{p,s} + x_{i,t}^{b,s} \leq 1, \quad \forall i \in N, t_q, t_m \in T, s \in S \]  \hspace{1cm} (3.10)

If \( t_q = t_1 \):

\[ \sum_{j \in N} w_{s,j,t}^{n,s} = 1, \quad \forall s \in S, n \in P \]  \hspace{1cm} (3.11)

\[ \sum_{j \in N} w_{j,t}^{n,s} - \sum_{j \in N} w_{i,j,t}^{n,s} = x_{i,t}^{n,s}, \quad \forall i \in N, i \neq s, t_q \in T, s \in S, n \in P \]  \hspace{1cm} (3.12)

If \( t_q \neq t_1 \):

\[ \sum_{j \in N} w_{i,j,t}^{n,s} \geq x_{i,t}^{n,s-1}, \quad \forall i \in N, s \in S, n \in P \]  \hspace{1cm} (3.13)

\[ \sum_{j \in N} w_{j,i,t}^{n,s} - \sum_{j \in N} w_{i,j,t}^{n,s} + x_{i,t}^{n,s-1} = x_{i,t}^{n,s}, \quad \forall i \in N, t_q \in T, s \in S, n \in P \]  \hspace{1cm} (3.14)

Constraint (3.2) ensures that only one node is active for each VNF and source along the whole path. Constraint (3.3) selects the active nodes (i.e., nodes that host at least one VNF). Constraint (3.4) ensures that

3.1. Problem formulation: latency constrained slicing
computational resources required at node $i$ to perform all VNFs from all sources and all the path are not exceeded. Constraint (3.5) guarantees that the bandwidth required over each link does not exceed the maximum link capacity for that link. Constraint (3.6) limits the delay of each path transport segment. Constraint (3.7) allows routing only over link of the physical topology. Also ensures that the links used for different path are different.

Function chaining is modeled as follows. Constraint (3.8) limits the sum of outgoing paths in each node, for each source and transport link. Constraint (3.9) forbids unnecessary loops. Constraint (3.10) ensures that the nodes used for primary and backup are different, for all the transport segment.

For the first transport segment ($t_1$), constraint (3.11) ensures that there is one outgoing flow for each source $s$ while constraint (3.12) represents the flow conservation towards the ending VNF for transport segment $t_1$. For the subsequent transport segments ($\{t_2, ..., t_k\}$), constraint (3.13) ensures that there is a transport flow starting from the node ($i$) performing the previous transport function ($x_{i,t_{q-1},s}$) for each source. Constraint (3.14) represents the flow conservation of each transport segment $t_q$.

### 3.1.2 Shared Path Protection model

In the SPP model, four additional variables have been introduced: $c_i$ and $f_{i,j}$ which allow the reduction of computational resources and bandwidth reserved for backup, and $y_{i,j,t_q,s}$ and $l_{i,j,k,m,t_q,s}$ to find the pairs of nodes and links of the primary and backup. A new objective function is also introduced.

**Objective function:**

\[
\text{Minimize } \alpha_z \cdot \sum_{i \in N} z_i + \alpha_c \cdot \sum_{i \in N} c_i + \alpha_f \cdot \sum_{i \in N} \sum_{j \in N} f_{i,j} \quad (3.15)
\]

The constraints (3.4) and (3.5) have been replaced by:

**Additional constraints:**
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\[ y_{i,j,t_q,s} \geq x_{i,t_q,s}^p + x_{j,t_q,s}^b - 1 \quad \forall i, j \in N, s \in S, t_q \in T \quad (3.16) \]

\[ c_j \geq \sum_{t_q \in T} \sum_{s \in S} y_{i,j,t_q,s} \cdot \mu_{t_q} \quad \forall i, j \in N \quad (3.17) \]

\[ \sum_{t_q \in T} \sum_{s \in S} x_{i,t_q,s}^p \cdot \mu_{t_q} + c_i \leq \rho_i, \quad \forall i \in N \quad (3.18) \]

\[ l_{i,j,k,m,t_q,s} \geq w_{k,m,t_q,s}^p + w_{k,m,t_q,s}^b - 1 \quad \forall i, j, k, m \in N, s \in S, t_q \in T \quad (3.19) \]

\[ f_{k,m} \geq \sum_{t_q \in T} \sum_{s \in S} l_{i,j,k,m,t_q,s} \cdot \beta_{t_q} \quad \forall i, j, k, m \in N \quad (3.20) \]

\[ d_{i,k,m,t_q,s} \geq w_{k,m,t_q,s}^b + \frac{\sum_{t_q \in T} x_{i,t_q,s}^p}{M} - 1, \quad \forall i, k, m \in N, s \in S, t_q \in T \quad (3.21) \]

\[ f_{k,m} \geq \sum_{t_q \in T} \sum_{s \in S} d_{i,k,m,t_q,s} \cdot \beta_{t_q} \quad \forall i, k, m \in N \quad (3.22) \]

\[ \sum_{t_q \in T} \sum_{s \in S} w_{i,j,t_q,s}^p \cdot \beta_{t_q} + f_{i,j} \leq \lambda_{i,j}, \quad \forall i, j \in N \quad (3.23) \]

Constraint (3.16) finds the primary (i) and backup (j) nodes performing the different VNFs for each source. Constraint (3.17) ensures that the capacity reserved for the backup node j is greater than or equal to the capacity required to perform primary functions at node i, to ensure reliability against single primary hotel failure. Constraint (3.18) ensures that computational resources required at node i to perform all VNFs from all sources and all the paths are not exceeded. Constraint (3.19) finds the primary link (i, j) and the backup link (k, m) carrying traffic of each transport for each source. Constraint (3.20) ensures that the bandwidth reserved for the backup path is greater than or equal to the bandwidth required in case of a single primary link failure. Constraint (3.21) finds the sources affected by a BBU hotel failure in i that are sharing the backup link (k, m) while constraint (3.22) counts the bandwidth required over link k, m in the case of hotel i failure. Constraint (3.23)
guarantees that the bandwidth required over each link does not exceed the maximum link capacity for that link.

### 3.2 Comparison of protection schemes and numerical results

![Reference 16 node networks A and B with different connectivity.](image)

In this section, the results obtained by running the two algorithms using the CPLEX commercial tool [B17] are reported. The DPP strategy is firstly evaluated referring to the 16 node networks represented in Fig. 3.2. Each network node is connected to 10 antennas, collecting traffic from the radio section. The available bandwidth on each link is set to 40 Gbps (in each direction). In addition, each node is equipped with processing units (PUs) according to traffic generated at each layer of the functional splitting as shown in Table 3.1. In particular, 0.5, 0.3, 0.2, 0.1, 0.1 PUs are assumed as requirements for L1, L2, L3, core and cloud virtual functions, respectively [B20, B18, B19]. The length of each link or, equivalently, each hop is assumed to be 1 km, which results in a delay $\tau = 5\mu s$. It should be noted that, given the limited size of the scenario, the latency constraints of each transport link are always satisfied. However, to satisfy the tight service requirements imposed by URLLC applications, all the nodes are allowed to host edge core and...
3.2.1 Dedicated Path Protection evaluation

The two networks A and B used to evaluate the DPP algorithm are presented in Fig. 3.2.

The two networks differ for the connectivity represented by a different number of links. Two cases have been considered in the following. The case in which all the nodes candidate to host an hotel are equal to 25 PUs is referred to as balanced (bal). The unbalanced (unbal) case, instead, has nodes 6,7,10,11 with infinite capacity in terms of PUs, thus emulating centralized data centers, while all the other nodes are equipped with 10 PUs. The number of active nodes (i.e., nodes hosting baseband, core or cloud functions) obtained with the DPP model in the networks A and B in the balanced and unbalanced case under different hop constraints is reported in Fig. 3.3. The balanced case always requires the activation of all the nodes, as a consequence of the limitation of node resources,
regardless the number of hops and network connectivity. Conversely, the unbalanced case shows a reduction in the number of active nodes. The effects of an increased network connectivity are evident, with only 8 active nodes required for both 2 and 4 hops. The network A allows a reduction of 4 nodes when moving from 2 to 4 hops, thanks to high capacity nodes that perform multiple functions in few nodes, while in network B no additional node reduction is possible due to the limited resources over links connecting high capacity nodes.

![Diagram showing number of nodes performing at least one baseband (bb) processing (either L1, L2 or L3), core and cloud functions for the balanced case with 2 hops constraints for DPP and modified DPP c+c models in network A.](image)

Figure 3.4: Number of nodes performing at least one baseband (bb) processing (either L1, L2 or L3), core and cloud functions for the balanced case with 2 hops constraints for DPP and modified DPP c+c models in network A.

To facilitate the deployment of edge core and cloud functions, minimization of active nodes performing those functions can be added to the objective function of the DPP model. A new term is added to (3.1) with a lower priority, so that the primal objective remains the same (i.e., the minimization of the total active nodes). This case is referred to as DPP c+c. Figure 3.4 shows the number of nodes performing at least one baseband processing (either L1, L2 or L3) and core/cloud functions for the balanced case with 2 hops constraints in the traditional DPP and modified DPP c+c formulation. While the number of nodes performing
baseband processing is the same for the two cases, the nodes performing core and cloud functions in DPP$_{c+c}$ is considerably lower than the one of DPP, thus simplifying the deployment of these functions from a network operator and/or cloud provider point of view.

Figure 3.5 depicts the link usage of DPP in the network A, under 2 and 4 hop constraints, for both balanced and unbalanced cases. In the figure the links are sorted in increasing order of usage for each curve. Depending on the specific curve, links show different usage, which indicates potential statistical multiplexing gain when multiple slices are embedded on the same network. Some links exhibit a very low usage or even no usage, especially with 2 hop constraint. Many links needs 24 Gbps or slightly higher due to the capacity required for option 8 with 10 antennas (see Table 3.1).

Figure 3.5: Link usage of DPP in the network A, balanced and unbalanced, under different hop constraints. Links are sorted from the lowest to the highest usage one.

3.2. Comparison of protection schemes and numerical results
3.2.2 Shared Path Protection evaluation

A 6 node network is considered to compare DPP and SPP (Figs. 3.6 and 3.7). All nodes are connected to 10 antennas. In the unbalanced case, nodes 2 and 5 have unlimited resources, while all the other node capabilities are limited to 10 PUs. The tuning parameters of the objective function are set as $\alpha_x >> \alpha_c = \alpha_f$ to prioritize the minimization of the overall active nodes.

Table 3.4 reports the number of active nodes, capacity and node savings for the 6 node networks in the balanced and unbalanced cases under 2 and 3 hop constraints. The SPP is capable of reducing the number of active nodes in the balanced case by 33.3%. In addition, the SPP approach allows to share backup node resources among antennas assigned to different primary paths, leading up to 66.6% and 27.8% node capacity savings in the balanced and unbalanced cases, respectively.

Table 3.4: Active nodes, capacity and node savings for 6 node networks in the balanced and unbalanced cases under 2 and 3 hop constraints.

<table>
<thead>
<tr>
<th>Network</th>
<th>Active nodes</th>
<th>Saved</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DPP</td>
<td>SPP</td>
</tr>
<tr>
<td>2 hops - bal</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3 hops - bal</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>2 hops - unbal</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3 hops - unbal</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
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Figure 3.6: Outcome of the DPP model in the balanced case for 6 node network and 2 hops as distance constraint. The bandwidth values are in Gbps, red and underlined for the backup path. Dark green color for active nodes.

Figure 3.7: Outcome of the SPP model in the balanced case for 6 node network and 2 hops as distance constraint. The bandwidth values are in Gbps, red and underlined for the backup path. Dark green color for active nodes.

Figures 3.6 and 3.7 depict the outcome of DPP and SPP models, respectively, in the balanced case for 6 node network and 2 hops as distance constraint. The figures report the active nodes, that are the nodes

3.2. Comparison of protection schemes and numerical results
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performing primary and/or backup functions, eventually split in multiple nodes. The figures also report the link usage for both primary and backup (in underlined, red). In the case of SPP, the number of active nodes is lower than in the DPP case, thanks to the sharing of the backup paths. For instance, in the SPP case nodes 2, and 3 are able to reach node 5, for backup purposes, by sharing link 3-5. In the DPP case instead, they cannot reach node 5 due to the dedicated resource allocation and limited bandwidth over the links, thus requiring to activate additional nodes.
Chapter 4

Multiple service class 5G vehicular network

In the previous chapter, we highlighted the network performance in the case where the network is composed of only one type of slice, with the same requirements for each slice. It has been highlighted how different protection schemes can act in the network. In this chapter we will analyze the problem of multiple slices. In particular, the concept of differentiated path protection will be applied.

4.1 Problem formulation: latency constrained and high capacity slicing

The differentiated path protection concept is a means to apply protection schemes in relation to service needs. This approach has been considered in the past to choose the proper protection scheme in relation to connection needs \[ B21 \]. Similarly, this approach can be considered in the design of reliable 5G network slices with eMBB or URLLC services when critical contexts need to be deployed \[ B22 \]. As far as the URLLC class a dedicated path protection scheme is adopted to ensure high availability and fast provisioning of alternate resources in case of failure. As far as eMBB, a shared path protection approach is adopted to save resources in this highly demanding service class, while preserving acceptable data service continuity. To optimize the resource assignment for the two classes
of service, joint and disjoint assignment approaches can be adopted. The joint approach consists in assigning resources to the different classes in a target area with a unique optimization procedure. This approach is expected to achieve the best results but it is potentially not scalable. For the sake of scalability, the assignment can be performed sequentially for the different classes.

The differentiated slice protection optimization problem finds the nodes which host needs to be activated with related processing, link and bandwidth resources. So the definition of the problem is as follows:

- **Given**: a set of nodes with given available computational resources (PU), properly connected through a set of links with given available bandwidth.

- **To find**: the best position of network functionality according to [B23], minimizing the number of active nodes and links, providing protection in the presence of link or node failure.

- **To ensure**: that each node must guarantee the services URLLC and eMBB, so that the latency is less than required, the bandwidth used is less than that available in the links, and the computational resources of the nodes are not exceed.

Differently from previous chapter, two different classes are here considered, URLLC and eMBB, which require to modify objectives and constraints to guarantee the KPIs of both classes. In particular, the minimization of the active links is introduced which avoids the need to minimize the bandwidth and shared computational resources, so that better scalability can be achieved.

### 4.2 ILP model

Let us consider a network characterized by a set of nodes $N$, each with capacity $\rho_i$, interconnected by links, captured by matrix $\gamma_{i,j}$, with bandwidth $\lambda_{i,j}$ and introducing a delay $\tau_{i,j}$, with $i, j \in N$. Each node is considered to be a source $s \in S$, with a set of antennas dedicated to a each class of service $cs$ to be connected, through a chain of functions
### Table 4.1: List of parameters of the ILP and corresponding definitions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>set of transport segments.</td>
</tr>
<tr>
<td>$S$</td>
<td>set of source nodes.</td>
</tr>
<tr>
<td>$N$</td>
<td>set of network nodes, candidates to host virtual functions.</td>
</tr>
<tr>
<td>$P$</td>
<td>set of paths. $P = {p, b}$ (p for primary, b for backup).</td>
</tr>
<tr>
<td>$CS$</td>
<td>set of classes of service. $CS = {1, 2}$ (1 for SPP protection, 2 for DPP protection)</td>
</tr>
<tr>
<td>$\alpha_x, \alpha_a$</td>
<td>tuning parameters for the objective function.</td>
</tr>
<tr>
<td>$\beta_{t_q,cs}$</td>
<td>bandwidth requirement for transport segment $t_q \in T$ for different classes of service $cs \in CS$.</td>
</tr>
<tr>
<td>$\delta_{t_q,cs}$</td>
<td>latency requirement for transport segment $t_q \in T$ for different classes of service $cs \in CS$.</td>
</tr>
<tr>
<td>$\gamma_{i,j}$</td>
<td>1 if exists a link between nodes $i \in N$ and $j \in N$ in the physical network; 0 otherwise.</td>
</tr>
<tr>
<td>$\mu_{t_q,cs}$</td>
<td>capacity required to execute virtual function terminating transport segment $t_q \in T$ for different classes of service $cs \in CS$.</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>computational resources available at node $i \in N$.</td>
</tr>
<tr>
<td>$\lambda_{i,j}$</td>
<td>available bandwidth over the link connecting nodes $i \in N$ and $j \in N$.</td>
</tr>
<tr>
<td>$\tau_{i,j}$</td>
<td>delay introduced by the link connecting nodes $i \in N$ and $j \in N$.</td>
</tr>
<tr>
<td>$M$</td>
<td>a large number.</td>
</tr>
</tbody>
</table>

(baseband and core), to the service in the cloud. Let us consider an ordered set $T = \{t_1, ..., t_q, ..., t_k\}$ of $k$ transport segments, with cardinality $|T| = k$ equal to the number of functions to be executed. Each transport segment corresponds to a couple of VNFs, one originating the transport flow and one terminating it. For instance, a generic transport segment $t_q$ is originated by one VNF ($v_{q-1}$) and requires a VNF ($v_q$) performing the functions required to elaborate its traffic, and originates the traffic towards the next transport segment $t_{q+1}$. Each VNF related to a trans-
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Table 4.2: List of variables of the ILP and corresponding definitions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{i,t,q,s,cs} )</td>
<td>1 if node ( i \in N ) is performing VNF terminating transport segment ( t_q \in T ) for source ( s \in S ) for path ( n \in P ) for classes of service ( cs \in CS ); 0 otherwise.</td>
</tr>
<tr>
<td>( w_{i,j,t,q,s,cs} )</td>
<td>1 if link connecting nodes ( i \in N ) and ( j \in N ) is carrying transport traffic ( t_q \in T ) originated at source ( s \in S ) for path ( n \in P ) for classes of service ( cs \in CS ); 0 otherwise.</td>
</tr>
<tr>
<td>( z_i )</td>
<td>1 if node ( i \in N ) is selected to host at least one VNF; 0 otherwise.</td>
</tr>
<tr>
<td>( c_i )</td>
<td>Computational capacity required at node ( i \in N ) for backup purposes.</td>
</tr>
<tr>
<td>( f_{i,j} )</td>
<td>Required bandwidth over the link ((i,j) \in N) for backup purposes.</td>
</tr>
<tr>
<td>( y_{i,j,t,q,s,1} )</td>
<td>1 if the nodes ( i \in N ) and ( j \in N ) are performing VNF terminating transport segment ( t_q \in T ) as primary and backup, respectively, for the source ( s \in S ) for class of service ( cs = 1 \in CS ); 0 otherwise.</td>
</tr>
<tr>
<td>( l_{i,j,k,m,t,q,s,1} )</td>
<td>1 if the links ( (i,j) \in N ) and ( (k,m) \in N ) are used to transport data of segment ( t_q ) for primary and backup paths, respectively, for the source ( s \in S ) for class of service ( cs = 1 \in CS ); 0 otherwise.</td>
</tr>
<tr>
<td>( d_{i,k,m,t,q,s,1} )</td>
<td>1 if the link ((k,m) \in N) is used to transport data of segment ( t_q ) for backup and the primary path passes through node ( i \in N ) for the source ( s \in S ) for class of service ( cs = 1 \in CS ); 0 otherwise.</td>
</tr>
</tbody>
</table>

Port segment \( t_q \) needs computational resources \( \mu_{t_q,cs} \). A binary variable \( x_{i,t_q,s,cs} \) is introduced to model the assignment of sources to nodes performing related functions for each protection required by the class of service \( cs \). When \( x_{i,t_q,s,cs} \) is equal to 1, \( v_q \) (VNF function terminating transport segment \( t_q \)) is performed at node \( i \) for source \( s \) and protection of the classes \( cs \), and requires the activation of node \( i \), modeled by the binary variable \( z_i \), for primary and backup paths \( n \in P = \{p, b\} \). Each
transport segment \( t_q \) produces a primary \((p)\) and backup \((b)\) flow of data for each source \( s \) and for each service \( cs \) through the links, captured by the binary variable \( w_{i,j,t_q,s,cs}^n \) with a given bit rate \( \beta_{t_q,cs} \) and subjected to latency requirements \( \delta_{t_q,cs} \), and requires the activation of link \((i, j)\) modeled by the binary variable \( a_{i,j} \). Both protection schemes have a primary and a backup path, to work in the event of a link or node failure. This means that primary and backup path cannot share the same nodes, the same links and the same path per source. While Dedicated Path Protection (DPP) reserves the same bandwidth and PU resources for backup as the primary, in the Shared Path Protection (SPP) scheme it is possible to share bandwidth and PU resources with other backup paths in the following cases:

- **PU sharing**: nodes must not use the same node for any primary virtual functionality;

- **Bandwidth sharing**: the links must not use the same link for any primary virtual functionality and the different backup links must not have the same primary path.

The following model allows the resolution of the problem:

**Objective function:**

\[
\text{Minimize } \alpha_z \cdot \sum_{i \in N} z_i + \alpha_a \cdot \sum_{i \in N} \sum_{j \in N} a_{i,j} \tag{4.1}
\]

**Constraints:**

\[
\sum_{i \in N} x_{i,t_q,s,cs}^n = 1, \quad \forall t_q \in T, s \in S, n \in P, cs \in CS \tag{4.2}
\]

\[
\sum_{n \in P} \sum_{t_q \in T} \sum_{s \in S} \sum_{cs \in CS} x_{i,t_q,s,cs}^n \leq M \cdot z_i, \quad \forall i \in N \tag{4.3}
\]

\[
\sum_{n \in P} \sum_{t_q \in T} \sum_{s \in S} \sum_{cs \in CS} w_{i,j,t_q,s,cs}^n \leq M \cdot a_{i,j}, \quad \forall i, j \in N \tag{4.4}
\]

\[
\sum_{t_q=1}^{t_q} \sum_{i \in N} \sum_{j \in N} w_{i,j,t_q,s,cs}^n \cdot \tau_{i,j} \leq \delta_{t_q,cs}, \quad \forall t_q, t_e \in T, s \in S, n \in P, cs \in CS \tag{4.5}
\]

4.2. ILP model
\[ w_{i,j,t,q,s,cs}^p + w_{i,j,t,q,s,cs}^b \leq \gamma_{i,j}, \quad \forall i, j \in N, t_q, t_e \in T, s \in S, cs \in CS \] (4.6)

\[ \sum_{j \in N} w_{i,j,t,q,s,cs}^p \leq 1, \quad \forall i \in N, t_q \in T, s \in S, cs \in CS, n \in P \] (4.7)

\[ w_{i,i,t,q,s,cs}^n \leq x_{i,t,q,s,cs}^n, \quad \forall i \in N, t_q \in T, s \in S, cs \in CS, n \in P \] (4.8)

\[ x_{i,t,q,s,cs}^b + x_{i,t,e,s,cs}^p \leq 1, \quad \forall i \in N, t_q, t_e \in T, s \in S, cs \in CS \] (4.9)

\[
\sum_{n \in P} \sum_{t_q \in T} \sum_{s \in S} w_{i,j,t,q,s,2}^n \cdot \beta_{t_q,2} + \sum_{t_q \in T} \sum_{s \in S} w_{i,j,t,q,s,1}^p \cdot \beta_{t_q,1} + f_{i,j} \leq \lambda_{i,j}, \quad \forall i, j \in N
\] (4.10)

\[
\sum_{n \in P} \sum_{t_q \in T} \sum_{s \in S} x_{i,t,q,s,2}^n \cdot \mu_{t_q,2} + \sum_{t_q \in T} \sum_{s \in S} x_{i,t,q,s,1}^p \cdot \mu_{t_q,1} + c_i \leq \rho_i, \quad \forall i \in N
\] (4.11)

\[ y_{i,j,t,q,s,1} \geq x_{i,t,q,s,1}^p + x_{j,t,q,s,1}^b - 1 \quad \forall i, j \in N, s \in S, t_q \in T \] (4.12)

\[ c_j \geq \sum_{t_q \in T} \sum_{s \in S} y_{i,j,t,q,s,1} \cdot \mu_{t_q,1}, \quad \forall i, j \in N \] (4.13)

\[ l_{i,j,k,m,t,q,s,1} \geq w_{i,j,t,q,s,1}^p + w_{k,m,t,q,s,1}^b - 1 \quad \forall i, j, k, m \in N, s \in S, t_q \in T \] (4.14)

\[ d_{i,k,m,t,q,s,1} \geq \frac{w_{k,m,t,q,s,1}^b}{M} + \frac{\sum_{t_q \in T} x_{i,t,q,s,1}^p}{M} - 1, \quad \forall i, k, m \in N, s \in S, t_q \in T \] (4.15)
The objective function (3.1) minimizes the number of active nodes and active links in the network.

Constraint (4.2) ensures that only one node is active for each VNF and source along the whole path.

Constraint (4.3) selects the active nodes (i.e., nodes that host at least one VNF).

Constraint (4.4) selects the active links (i.e., links that host at least one VNF).

Constraint (4.5) limits the delay of each path transport segment.

Constraint (4.6) allows routing only over links of the physical topology.
Also ensures that the links used for different paths are different.
Constraint (4.7) limits the sum of outgoing paths in each node, for each source and transport link.
Constraint (4.8) forbids unnecessary loops.
Constraint (4.9) ensures that the nodes used for primary and backup are different, for all the transport segment.
Constraint (4.10) guarantees that the bandwidth required over each link does not exceed the maximum link capacity for that link.
Constraint (4.11) ensures that computational resources required at node $i$ to perform all VNFs from all sources and all the paths are not exceeded.
Constraint (4.12) finds the primary ($i$) and backup ($j$) nodes performing the different VNFs for each source.
Constraint (4.13) ensures that the capacity reserved for the backup node $j$ is greater than or equal to the capacity required to perform primary functions at node $i$, to ensure reliability against single primary hotel failure.
Constraint (4.14) finds the primary link ($i, j$) and the backup link ($k, m$) carrying traffic of each transport for each source.
Constraint (4.15) finds the sources affected by a BBU hotel failure in $i$ that are sharing the backup link ($k, m$).
Constraint (4.16) ensures that the bandwidth reserved for the backup path is greater than or equal to the bandwidth required in case of a single primary link failure.
Constraint (4.17) counts the bandwidth required over link $k, m$ in the case of hotel $i$ failure.

Function chaining is modeled as follows. For the first transport segment ($t_1$), constraint (4.18) ensures that there is one outgoing flow for each source $s$ while constraint (4.19) represents the flow conservation towards the ending VNF for transport segment $t_1$. For the subsequent transport segments ($\{t_2, ..., t_k\}$), constraint (4.20) ensures that there is a transport flow starting from the node ($i$) performing the previous transport function ($x_{i,t_{q-1},s}$) for each source. Constraint (4.21) represents the flow conservation of each transport segment $t_q$. 
4.3 Numerical results

Different application methodologies can be investigated in relation to the above model:

- **Joint**: both service slices (URLLC and eMBB) are jointly optimized with related protection schemes (DPP and SPP, respectively);

- **DPP**: DPP protection scheme is applied for both service slices, which are jointly configured, and is used as a reference;

- **DPP-SPP**: the two service slices are sequentially optimized, DPP/URLLC first. Then the SPP/eMBB slice is added;

- **SPP-DPP**: the two service slices are sequentially optimized, SPP/eMBB first. Then the DPP/URLLC slice is added.

In the last two methodologies (DPP-SPP and SPP-DPP), the ILP was started twice, once for each type of service, and the following strategies are applied to the sequential methodologies for the second step where the second slice is configured:

- **Available resources (AV)**: the optimization algorithm is aware of the resources still available in the network, but not of which nodes and links are active;

- **Active resources (ACT)**: the optimization algorithm is aware of the nodes and links already active.

Table 4.3: Link capacity requirements for different 3GPP split options.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Split option</th>
<th>Bandwidth [Gbps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>Opt.8</td>
<td>2.4</td>
</tr>
<tr>
<td>L2</td>
<td>Opt.6</td>
<td>0.152</td>
</tr>
<tr>
<td>L3</td>
<td>Opt.2</td>
<td>0.151</td>
</tr>
<tr>
<td>Core</td>
<td>Opt.1</td>
<td>0.150</td>
</tr>
<tr>
<td>Cloud</td>
<td>-</td>
<td>0.150</td>
</tr>
</tbody>
</table>
Table 4.4: Active nodes and links for 6 node network and 2 hop constraint on URLLC

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Nodes</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>DPP-SPP AV</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>DPP-SPP ACT</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>SPP-DPP AV</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>SPP-DPP ACT</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>

The scenario used for evaluations is the same as in the chapter 3: the 6 nodes network shown in figure 4.1, it consists of 6 nodes connected by 40 Gbps links. Each node is equipped with 25 processing units (PUs) and supports 10 antennas, 5 for the URLLC service and 5 for the eMBB service. The functional splits applied are are the same as in the 3 and shown in the following tab. The processing units used for virtual functions are 0.5, 0.3, 0.2, 0.1, 0.1. The distance between the nodes or each hop is 1 km, which in terms of delay is equivalent to $\tau = 5\mu s$. Numerical results are obtained with the CPLEX commercial tool.

Table 4.4 shows active nodes and links for 2 hops constraints (only for the URLLC slice). With all methodologies except for the joint methodology, 6 active nodes are needed. This is due to the small size of the network that offers only few degrees of freedom. Differently, for the active links some improvement is present in the case of the ACT strategy when the further optimization is aware of the active nodes and links from the first optimization.

The comparison between Joint and DPP (fig) shows how the SPP scheme allows to optimize the computational resources (PU), reducing the PU used by 13%. The PU used for the primary and backup functionality of both services are highlighted. While the DPP protection scheme is used for the URLLC service, the SPP protection scheme is used for the eMBB service. It is therefore evident that it is precisely this latter service that allows to optimize the PU used.
Figure 4.1: Reference 6 nodes network. Nodes are assigned functionalities reported in table 4.3 according to the optimization algorithm.

The reduction of the active links in the ACT case with respect to the AV in DPP-SPP case (tab 4.4) results in an increase in bandwidth usage. This is in accordance with the rules described for band sharing: since the number of active links is lower, the possibility of sharing resources for backup for shared is less, and the use of band resources present in the links increases.

The sequential methodology for slice configuration using DPP first (DPP-SPP) achieves a lower number of active links with respect to the SPP-DPP case (tab 4.4). This is due to the fact that by positioning the SPP slice first, the bandwidth left to DPP is harder to be minimized, either with ACT or AV strategies or even by increasing the number of hops.

Fig. 4.3 shows that, with the same number of hops, the worst case is the DPP-SPP ACT case. This is because the links are saturated first with the DPP slices and consequently the slices that use an SPP protection cannot guarantee a greater bandwidth sharing.

4.3. Numerical results
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Figure 4.2: Processing resources (PU) for the differentiated joint scheme and the dedicated DPP scheme, evidencing the contributions of primary and backup resources for each class, URLLC and eMBB.

Figure 4.3: Required total bandwidth (Gbit/s) for different hop constraints, by applying ACT and AV strategies with sequential DPP-SPP and SPP-DPP.

4.3. Numerical results
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Deployment of scalable edge computing in 5G vehicular networks

Connected vehicles can provide a large set of services for smarter and safer mobility. As an example, a problem highly felt worldwide is road safety ([25]) where vehicular networks can help in providing prompt information to drivers and alerting possible dangerous situations by allowing vehicles to communicate with each other. It is possible to distinguish between short-range direct communications and long-range network communications ([3, 26]). Different communications need different network requirements, such as low latency, high computational capacity, and high reliability, depending on the application ([27]).

To provide the aforementioned services, 5G networks can be used to carry data to/from vehicles and road infrastructure. Centralized cloud-based Radio Access Networks (C-RANs) represent an effective solution to design high-capacity radio access in 5G networks and to support challenging use cases ([28]), such as the ones of vehicular networks. C-RAN introduces unprecedented flexibility by efficient application of NFV ([29]) jointly with SDN ([28, 30, 31]). To ensure timely network adaptation to user needs, SDN control and management must cope with a potentially high number of network elements and, consequently, the design of control algorithms calls for highly scalable approaches. Virtualized baseband functionalities are suitably located and centralized in BBU ho-
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tels, nodes of the optical transport network implementing a C-RAN for enhanced functionality and cost-optimization purposes. This BBU hotels can be provided with an additional computational capacity to perform time-sensitive operations required by low-latency services, as per the MEC [B32]. MEC, by providing 5G with processing resources at the network edge, allows to achieve stringent application requirements. However, widespread deployment of these nodes may be costly; therefore, intelligent nodes hosting BBU hotels and edge computing resources need to be identified in relation to latency and processing constraints. Moreover, the problem of BBU hotel placement in C-RAN has been shown to be NP-hard [B33], requiring novel strategies to make optimal approaches more scalable.
To make the approach more scalable, a hybrid strategy was chosen, combining the potential of ILP and heuristics that will be shown in the following sections

5.1 Problem formulation for reliable service provisioning

The reference C-RAN architecture consists of a hierarchical SDN control plane with a lower layer split into as many controllers as the different kinds of network domains to control, namely the radio network, the optical transport network, and the cloud network. An example of this architectural solution applied to vehicular scenarios is shown in Figure 5.1. The radio domain is composed of antennas and RRUs located at cell sites, and baseband processing functions that are performed over general-purpose hardware in edge nodes. The radio controller is in charge of controlling radio and baseband resources that are remotized following the C-RAN design concept. The optical transport network consists of a set of intelligent nodes interconnected by Dense Wavelength Division Multiplexing (DWDM) optical links to support high-capacity fronthaul in C-RAN. For example, to support heavy and constant fronthaul traffic generated by the Common Public Radio Interface (CPRI) split [B13] (referred to as Option 8 in Reference [B34]), dedicated wavelengths are usually required. Nodes of the transport network, referred to here as
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edge nodes, are equipped with processing capabilities to perform MEC functionalities and are managed by the cloud controller. Each controller interacts with the SDN orchestrator to provide information for interworking control and management functions through different domains. The orchestrator is in charge of accommodating new service requests by suitably allocating required resources across the different domains. The orchestrator applies suitable algorithms to properly select the nodes in which the BBU functionalities and services are executed, depending on service and physical network constraints.

Figure 5.1: Softward Defined Networking (SDN)-controlled Cloud Radio Access Network (C-RAN) architecture for vehicular communications.

C-RAN architecture can be used as an enabler for vehicular communications providing network assistance and commercial services, as depicted in Figure 5.1. Vehicles communicate directly with the mobile network or with Road Side Units (RSUs), that send collected data through the mobile network. Data concerning low-latency applications can be elaborated directly in the edge nodes, thanks to the computational resources offered by the MEC. Computational resources in edge nodes can be used for (i) virtual baseband processing; (ii) virtual mobile core network functions; and (iii) edge application services. Non-time-sensitive data can be delivered to applications performed in remote locations (not reported in the figure). The traffic destined to remote cloud resources is

5.1. Problem formulation for reliable service provisioning
user dependent and requires lower bandwidth with respect to fronthaul requirements \[\text{BS}\] and is out of the scope of this paper. In this work, we propose to co-locate, within the same edge node, cloud and BBU processing functions. An edge node is considered to be active when it hosts physical or virtual functions, either for BBU processing or edge core/cloud services.

To provide a reliable C-RAN against single node failures, a $1 + 1$ protection solution is desirable to avoid temporary service outages due to resource restoration. Primary and backup path resources must be allocated to provide resiliency against hardware failures. This work considers single active edge node failures (i.e., a failure of all servers placed in an active edge node). The formulation of the joint BBU hotel and edge cloud processing location problem with resiliency is as follows:

- **Given** a set of RRUs to be connected to active edge nodes, a set of edge nodes (candidates to host BBU and edge processing resources), and a set of links connecting edge nodes.

- **Find** active edge nodes and suitable optical resource assignment such that (i) the number of active nodes and (ii) total wavelengths are minimized.

- **Ensure** that each RRU is connected to two active edge nodes (one for primary and one for backup purposes) and that the maximum available wavelengths per link and maximum allowed distance to provide target service are not exceeded.

### 5.2 ILP and Hybrid strategy

This section proposes an Integer Linear Program (ILP) to solve the joint deployment problem of baseband processing and edge computing with reliability against single-node failure in C-RAN. The main objective of this strategy is to minimize the nodes in which processing capabilities must be installed while ensuring latency and optical link (i.e., maximum wavelengths over fibers) constraints are not violated. To overcome the computational complexity of classical optimization approaches, a hybrid (based on both heuristic and ILP) deployment strategy is also proposed.
The algorithm performs a first phase in which the initial set of nodes candidate to host baseband and edge computing functions is reduced and a suboptimal solution is provided. Then, a second phase is executed for optimization purposes. The latter approach is shown to provide results close to optimal ones while considerably reducing computational time.

5.2.1 ILP model

This algorithm is expected to be executed by the orchestrator, which is assumed to have complete knowledge of the underlying network topology and available resources to provide the placement. The notation used in the algorithm is reported in Table 5.1. The set of nodes in the network, the candidate to host BBU and edge processing functions, is denoted as $N$, while the number of sources (RRUs) physically connected to node $s \in N$ is denoted as $R_s$. The connectivity among them is modeled by the $C$ binary matrix. $C$ has one row and one column for each node, and an element is equal to 1 if the two nodes are directly connected by a link, 0 otherwise. Binary variables $p_{sd}^H$ and $b_{sd}^H$ are equal to 1 if node $d \in N$ is the node processing data from RRU located at node $s$ for primary or backup, respectively. The binary variable $h_d$ is equal to 1 if edge node $d$ is active, i.e., if it acts as a primary or a backup for one or more RRUs. $h_d = 1$ also means that at least one between $p_{sd}^H$ and $b_{sd}^H$ is equal to 1.

To connect each RRU to the nodes performing processing functions, one wavelength is reserved along the path, due to the high requirements of physical layer processing functions. This is captured by binary variables $w_{sdij}^p$ and $w_{sdij}^b$. The maximum available wavelengths over each link and the maximum allowed distance between RRUs and BBUs are indicated with $M^W$ and $M^H$, respectively. In this formulation, edge processing functions are co-located with BBU processing to reduce the delay to a minimum and to take advantage of the already active nodes, without requiring additional resources on fibers to reach farther facilities. For this reason, only $M^H$ is considered, which is usually more stringent. If this is not the case, $M^H$ could represent the service delay and be used as a more stringent delay requirement. In this work, all links are assumed to be equally long, so $M^H$ is expressed in terms of hops.

The formulation is as follows.
Table 5.1: Notation for Integer Linear Program (ILP).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>set of edge nodes in the network, $</td>
</tr>
<tr>
<td>$R_s$</td>
<td>number of sources (RRUs) directly connected to $s \in N$.</td>
</tr>
<tr>
<td>$C$</td>
<td>$n \times n$ matrix. $c_{ij} = 1$ if node $i$ is directly connected to node $j$, 0 otherwise.</td>
</tr>
<tr>
<td>$p^H_{sd}$</td>
<td>binary variable, equal to 1 if edge node $d \in N$ acts as primary for RRUs at node (cell site) $s \in N$; 0 otherwise.</td>
</tr>
<tr>
<td>$b^H_{sd}$</td>
<td>binary variable, equal to 1 if edge node $d \in N$ acts as backup for RRUs at node (cell site) $s \in N$; 0 otherwise.</td>
</tr>
<tr>
<td>$h_d$</td>
<td>binary variable equal to 1 if edge node $d \in N$ is active, 0 otherwise.</td>
</tr>
<tr>
<td>$w^p_{sdij}$</td>
<td>binary variable, equal to 1 if the path to connect RRUs at node $s \in N$ and primary edge node $d \in N$ is using physical link $i - j$ ($i, j \in N$); 0 otherwise.</td>
</tr>
<tr>
<td>$w^b_{sdij}$</td>
<td>binary variable, equal to 1 if the path to connect RRUs at node $s \in N$ and backup edge node $d \in N$ is using physical link $i - j$ ($i, j \in N$); 0 otherwise.</td>
</tr>
<tr>
<td>$M^W$</td>
<td>max. available wavelengths in each link.</td>
</tr>
<tr>
<td>$M^H$</td>
<td>max. allowed distance between RRUs and edge nodes.</td>
</tr>
<tr>
<td>$\alpha, \beta \in \mathbb{N}$</td>
<td>tuning parameters for the objective function.</td>
</tr>
<tr>
<td>$L \in \mathbb{N}$</td>
<td>a large number (e.g., 10,000).</td>
</tr>
</tbody>
</table>

**Objective function:**

$$\text{Minimize } F = \alpha \cdot \sum_{d \in N} h_d + \beta \cdot \sum_{s \in N} \sum_{i \in N} \sum_{j \in N} w^p_{sdij} + w^b_{sdij} \quad (5.1)$$

**Constraints:**

$$\sum_{d \in N} p^H_{sd} = 1, \quad \forall s \in N \quad (5.2)$$

$$\sum_{d \in N} b^H_{sd} = 1, \quad \forall s \in N \quad (5.3)$$

$$p^H_{sd} + b^H_{sd} \leq 1, \quad \forall s, d \in N \quad (5.4)$$

5.2. ILP and Hybrid strategy
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\[ h_d \cdot L \geq \sum_{s \in N} p_{sd}^H + b_{sd}^H, \quad \forall d \in N \tag{5.5} \]

\[ \sum_{s \in N} \sum_{d \in N} \left( w_{sdij}^p + w_{sdij}^b + w_{sdij}^p + w_{sdij}^b \right) \cdot R_s \leq M^W, \quad \forall i, j \in N \tag{5.6} \]

\[ w_{sdij}^p \leq c_{ij}, \quad \forall s, d, i, j \in N \tag{5.7} \]

\[ w_{sdij}^b \leq c_{ij}, \quad \forall s, d, i, j \in N \tag{5.8} \]

\[ \sum_{i \in N} \sum_{j \in N} w_{sdij}^p \leq M^H, \quad \forall s, d \in N \tag{5.9} \]

\[ \sum_{i \in N} \sum_{j \in N} w_{sdij}^b \leq M^H, \quad \forall s, d \in N \tag{5.10} \]

\[ \sum_{i \in N} w_{sdij}^p - w_{sdij}^p = \begin{cases} p_{sd}^H & \text{if } j = s, s \neq d, \forall s, d, j \in N \\ -p_{sd}^H & \text{if } j = d, s \neq d, \forall s, d, j \in N \\ 0 & \text{otherwise} \end{cases} \tag{5.11} \]

\[ \sum_{j \in N} w_{sdij}^b - w_{sdij}^b = \begin{cases} b_{sd}^H & \text{if } j = s, s \neq d, \forall s, d, j \in N \\ -b_{sd}^H & \text{if } j = d, s \neq d, \forall s, d, j \in N \\ 0 & \text{otherwise} \end{cases} \tag{5.12} \]

The multi-objective function in equation (5.1) is composed of two members. The first term takes into account the activation cost of each node, while the second term accounts for the wavelengths required to connect RRRUs to edge nodes, both primary and backup.

The constraints of Equations (5.2) and (5.3) ensure that there is only one primary and one backup edge node, respectively, for each RRU.

The constraint of Equation (5.4) guarantees that primary and backup nodes are disjoint.

The constraint of Equation (5.5) counts the number of active nodes (i.e., performing processing functions) in case they are acting either as a primary or a backup for any RRU.

5.2. ILP and Hybrid strategy
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The constraint of Equation (5.6) limits the number of wavelengths over each link for both primary and backup in both directions (i.e., from $i$ to $j$ and $j$ to $i$ together).

The constraints of Equations (5.7) and (5.8) ensure the feasibility of the connections so that a link between two nodes can be used if and only if it exists in the physical topology.

The constraints of Equations (5.9) and (5.10) limit the maximum distance between RRUs and BBUs to $M^H$ for primary and backup paths, respectively.

Finally, Equations (5.11) and (5.12) are the flow conservation constraints for primary and backup paths, respectively. These constraints are needed to reserve the paths connecting RRUs to their primary and backup edge nodes. In this model, wavelength conversion is allowed in the network nodes.

### 5.2.2 Hybrid two-phases model

The hybrid approach proposed here is performed in two phases. In the first phase, a heuristic is proposed to provide a computationally simple but reliable C-RAN coverage by guaranteeing that each RRU has both a primary and a backup node and that minimum delay is achieved. The second phase is an optimization process, based on a modified version of the ILP proposed in Section 5.2.1 that aims at reducing the number of active nodes found in phase 1. The details of the hybrid algorithm are reported below.

Phase 1 is assumed to start from a C-RAN configuration where no edge node is active, i.e., BBU and edge functionalities have yet to be assigned to nodes. This has, anyway, no impact on the generality of the approach. In this phase, the edge node activation is performed within a 1-hop distance or, equivalently, RRUs can be connected only to the node itself or to a neighbor edge node. This implicitly assumes that there are enough resources on the links connecting neighbors and guarantees that delay constraints are always satisfied. It should be noted that, to solve the deployment problem, primary and backup nodes must be selected. Therefore, not satisfying the aforementioned condition on the link resources does not guarantee a solution to the problem.
In addition to the $C$ matrix needed to model the physical links (see Table 5.1), two additional structures are introduced here:

- **$H$ matrix**: This is an $n \times 2$ matrix, where each row represents a node of the network; the first column indicates which is the primary edge node chosen by the node on that row, while the second column indicates which is the backup node.

- **$W$ matrix**: This is an $n \times n$ matrix which keeps track of the use of the links between nodes. In $W$, there is one row for each source edge node (where the RRRUs are physically connected). $W$ has one column for each edge node, that is, the possible locations for the edge server performing baseband and services for the specific RRRUs. This matrix is needed to provide a feasible solution at the end of phase 1 but is not used in phase 2.

Algorithm 1 presents the pseudo-code of the algorithm executed by each node of the network during phase 1. In the beginning, the algorithm starts with empty $H$ and $W$ matrices (line 2). This algorithm executed in a sequence for each node until all nodes in the network have both primary and backup connections (condition in line 4). Then, node $i$ checks some conditions for the primary and for the backup connection in order to find suitable edge nodes. If node $i$ is already active (line 6), it can use itself as the primary edge node (line 7). Otherwise, node $i$ must search among its neighbors to find an already active node (line 8) and, if it succeeds, makes the primary connection to the edge node $j$ (line 9) and updates $W$ matrix accordingly (line 10). The updating phase stores in the position $i,j$ of the matrix the required wavelengths over link $i-j$. If no neighbor is active (line 11), node $i$ activates itself and makes the primary connection to itself (lines 12 and 13).

After establishing the primary connection, node $i$ executes a set of instructions to find the backup edge node. There are two possible situations. The first situation is when node $i$ is already active and plays the primary role for the RRRUs connected to itself or not active at all (line 16). In this case, node $i$ either finds a directly connected neighbor node ($j$), which is already active and satisfies the distance restriction, and connects to it (lines 17-19) or chooses randomly one of the neigh-
bors as a backup, defines the backup connection, and updates $W$ matrix accordingly (lines 20–23). The other situation happens when node $i$ is active (line 25). Node $i$ can take advantage of this situation and makes the backup connection to the local edge node (lines 26 and 27). Phase 1 stops when all nodes in the network have both connections to primary and backup nodes.

The objective of the second phase is to minimize the number of active nodes. This is achieved by reassigning the RRU connections and shutting down active nodes by further centralizing BBU and edge processing functions within the distance constraints ($M^H$). This is achieved by adding the following set of constraints to the ILP model presented in Section 5.2.1.

Equation (5.13) forces the node candidates to be 0 (non-active) for all the nodes excluded by phase 1 (i.e., for all the nodes that have no RRU assigned to them, either for primary or backup purposes). The ILP is then solved with a reduced set of candidate nodes that always ensures the feasibility of the solution.

\[
h_d = \begin{cases} 
0 & \text{if } H_{d0} + H_{d1} = 0, \quad \forall d \in N \\
\{0, 1\} & \text{otherwise}
\end{cases}
\]
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Algorithm 1 C-RAN reliable coverage (phase 1).
1: Initialization:
2: \( H, W \leftarrow \emptyset \)
3: Begin:
4: while exists node \( i \in N \) s.t. \( (H_{i0} = 0) \lor (H_{i1} = 0) \)
5: //Primary connection assignment:
6: if \( h_i = 1 \)
7: \( H_{i0} = i \)
8: else if \( \exists \) node \( j \) s.t. \( c_{ij} = 1 \) and \( h_j = 1 \)
9: \( H_{i0} = j \)
10: update \( W \)
11: else
12: \( h_i = 1 \)
13: \( H_{i0} = i \)
14: end if
15: //Backup connection assignment:
16: if \( (h_i = 1 \) and \( H_{i0} = i \)) \lor (h_i = 0) \)
17: if \( \exists \) node \( j \) s.t. \( c_{ij} = 1 \) and \( h_j = 1 \)
18: \( H_{i1} = j \)
19: update \( W \)
20: else
21: activate random neighbor \( j \) \( (h_j = 1) \)
22: \( H_{i1} = j \)
23: update \( W \)
24: end if
25: else
26: \( h_i = 1 \)
27: \( H_{i1} = i \)
28: end if
29: end while
30: End

5.3 Numerical results

Numerical results are obtained in different networks to evaluate the effectiveness of the ILP and hybrid solutions in terms of active edge nodes and of the centralization gain, \( G_C \), that is the advantage related to centraliz-
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ing BBU and cloud functionalities, expressed by the following formula:

\[ G_C = \frac{|N| - \sum_{d \in N} h_d}{|N|} \]  \hspace{1cm} (5.14)

where \( |N| \) and \( h_d \) have been defined in Table 5.1. Three sample networks, \( N_{38}, N_{20}, \) and \( N_{14}, \) consisting of 38, 20, and 14 nodes, respectively, are considered, as represented in Figure 5.2. Evaluations assume here that 10 RRU s are physically connected to each node to provide mobile network coverage and transmission capacity for vehicular network, and the adoption of CPRI (option 8 in Reference [B34]). The proposed algorithms and evaluations can be extended to different numbers of RRU s, possibly unbalanced among edge nodes and suitably adapted to different functional split, which is left for future works. The commercial tool CPLEX [B17] is used to run the ILP on a computer with 4 cores at 3.2 GHz and 8 GB of RAM. Tuning parameters \( \alpha \) and \( \beta \) are set to a value of \( \alpha >> \beta \) so that the minimization of active edge nodes is prioritized, while the maximum number of wavelengths over each link \( M^W \) is set to 80.

In Figures 5.3–5.5, comparisons are reported between the hybrid and the ILP approaches by plotting the results in terms of the number of active edge nodes as a function of the allowed distance, expressed in hops. The cost of the hybrid solution depends on the node from which the heuristic procedure starts: the maximum and minimum costs in terms of total number of active nodes obtained are both reported in the plots. In addition, the results at the end of phase 1 of the hybrid strategy are also shown, as lines and denoted as H, to outline the effect of the optimization phase. These lines are constant because they do not depend on the distance, as they provide a solution within 1 hop distance. The costs obtained with the hybrid and ILP approaches decrease with the distance in all networks. The minimum value that can be achieved is 2 because one primary and one backup node must be always present to cope with single edge node failure. In case of tight distance constraints (e.g., 1 or 2 hops), data cannot be transported far in the network; thus, many edge nodes must be activated. When the distance constraint increases, farther nodes in the network can be reached and, consequently, the number of total active nodes decreases. From the figures, it can be seen also the influence of the starting node, represented by the difference between the maximum
and the minimum costs. In the worst cases, only one additional node must be activated. In addition, the results of the hybrid are shown to be the same as the optimal ones in most of the cases. However, in very few cases, the hybrid approach cannot achieve optimal solutions due to the choices performed in phase 1, where some nodes are excluded by the pool of possible active nodes and cannot be activated in phase 2.

Figure 5.2: $N_{38}$, $N_{20}$, and $N_{14}$ C-RAN topology for numerical evaluations.

Figure 5.3: Total number of active edge nodes as a function of the allowed distance between RRUbs and edge nodes for network $N_{14}$: Maximum and minimum costs of the hybrid results are reported after both phases.
Figure 5.4: Total number of active edge nodes as a function of the allowed distance between RRUs and edge nodes for network $N_{20}$: Maximum and minimum costs of the hybrid results are reported after both phases.

Figure 5.5: Total number of active edge nodes as a function of the allowed distance between RRUs and edge nodes for network $N_{38}$: Maximum and minimum costs of the hybrid results are reported after both phases.

5.3. Numerical results
In Figure 5.6, the gain of centralization of BBU and edge cloud functionalities is presented as a function of the allowed distance from RRUs by comparing the ILP results with the results of the hybrid approach at the end of phase 1 (denoted as H) and phase 2 in the maximum-cost case. This gain is relevant both for ILP and hybrid, with the hybrid being very close or coincident to the optimal solution. In the worst case (i.e., distance constraint equal to 1 hop), the hybrid provides only 8\% gain reduction. As expected, phase 1 provides only suboptimal solutions. It is, therefore, evident the role of phase 2 of the hybrid approach in achieving a high centralization gain with respect to the plain coverage achieved in phase 1.

Figure 5.6: Centralization gain as a function of the allowed distance between RRUs and edge nodes for network $N_{38}$: Results are reported for the maximum cost for hybrid (phase 1 and phase 2), and ILP.

Table 5.2 reports the number of active links, wavelengths over the most used link, and overall wavelengths in network $N_{38}$ for the two strategies. By comparing the strategies, it is possible to observe that the ILP requires a slightly higher number of wavelengths with respect to the hybrid approach when the number of active nodes is lower (distance constraints 1, 2, and 4). Nevertheless, because the activation cost of a
Table 5.2: Number of active links, wavelengths over the most used link, and total wavelengths for the hybrid and ILP for different distance constraints in network \(N_{38}\).

<table>
<thead>
<tr>
<th>Dist. [hops]</th>
<th>Hybrid</th>
<th></th>
<th>ILP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Active</td>
<td>Max</td>
<td>Total</td>
<td>Active</td>
</tr>
<tr>
<td>1</td>
<td>45</td>
<td>10</td>
<td>530</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>40</td>
<td>950</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>70</td>
<td>1370</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
<td>70</td>
<td>1530</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>51</td>
<td>80</td>
<td>1790</td>
<td>52</td>
</tr>
</tbody>
</table>

node is much larger than the cost of a wavelength, the ILP solution always reaches a lower cost solution compared with the hybrid approach. When the ILP and hybrid require the same amount of active nodes (distance constraints 3 and 5) the ILP requires fewer wavelengths than the hybrid approach due to a wider set of choices. This happens for similar reasons also for the wavelengths required over the most used link. To solve the harder instances of the problem, the ILP takes 2.8 s, 22.75 s, and 10,010.17 s in the network \(N_{14}\), \(N_{20}\), and \(N_{38}\), respectively, showing an increased computational complexity when the size of the problem increases. Solving the ILP with the hybrid approach instead allows to reduce the solving times to 2.2 s, 17.99 s, and 3647.88 s in the three networks due to the reduction of the solution space. It should be noted that, in order to see the differences between the two strategies, the evaluations proposed here are done for networks suitable to cover a small- or medium-sized city. In larger scenarios (i.e., networks with more edge nodes and links), it is not always possible to ensure a solution with the ILP approach. These scenarios can be instead tackled with the hybrid approach, which has been shown to provide results close to optimality. Results show that the hybrid approach provides similar results to the ILP ones while considerably reducing the solving time.
Chapter 6

Dynamic slice simulation in a 5G vehicular network in the metro segment

Network slicing allows the provisioning of different services over the same 5G infrastructure, where virtual or physical resources are interconnected to form end-to-end logical networks (i.e., the slices) \[B36\]. Slicing allows service providers to offer ‘network slices-as-a-service’, tailored to different performance requirements \[B37\]. When a slice is admitted by a provider (i.e., it is deployed over its infrastructure), it needs to be assigned a proper set of resources (i.e., connectivity and compute) to meet the Service Level Agreement (SLA) stipulated with the client \[B38\]. In this respect, provisioning slices with very stringent reliability and latency requirements is an important challenge to tackle \[B24\]. In the presence of failures, to avoid severe service interruptions while keeping the number of backup resources low, optimized provisioning of extra resources (dedicated or shared), is required. Compared to using dedicated backup resources, an approach leveraging on shared protection resources potentially leads to (i) fewer resources consumed by each slice, and, consequently, (ii) to a better slice admission ratio performance (or, equivalently, a lower blocking probability). These advantages come at the cost of a slightly longer recovery time (i.e., compared to using dedicated backup resources) due to the need to switch from the primary to the backup resources. In \[B40, B39\], the authors evaluate the impact
of different techniques for dedicated and shared backup protection on optical network resources. In \[B42, B41\] efficient shared and dedicated protection schemes for cloud and baseband resources in 5G access/metro networks are applied.

All the works mentioned so far consider only one technology domain (either transport or cloud), while \[B24\] presents static resource provisioning strategies for dedicated and shared backup resources, considering transport and cloud domains jointly, for a single URLLC service slice provisioning.

This chapter considers, on the other hand, the slice as a service paradigm. It proposes a heuristic that tackles the problem of dynamically provisioning slices with stringent latency and reliability requirements while minimizing the amount of transport and cloud resources assigned to each slice. The intuition behind the proposed approach is to encourage sharing of backup connectivity and cloud resources as much as possible. The performance of this shared protection scheme is compared against a conventional dedicated protection mechanism in terms of slice blocking probability and required processing resources considering a sample 5G metro network, where processing power is often limited and requires efficient resource allocation.

### 6.1 Problem formulation and methodology

In 5G networks, baseband functionalities can be virtualized over general-purpose hardware and centralized at different computing locations in the network, reaching different degrees of savings and performance targets \[B36\]. The transport network links interconnecting the different compute nodes must be dimensioned accordingly to meet bandwidth and latency requirements for baseband and service processing. This chapter considers a metro network comprising a set of source and target nodes connected by high-capacity optical transport links. The source nodes collect a set of antennas covering a given area and injecting traffic into the transport network. The target nodes are equipped with Processing Units (PU) to perform virtual baseband functions and services. The formulation of the dynamic and resilient slice allocation problem can be
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Algorithm 2 Slice Admission

1: Algorithm:
2: for all primaryᵢ in Pair
3:   if primaryᵢ meets slice_requirements
4:     for all backupⱼ associated with primaryᵢ
5:       if backupⱼ meets slice_requirements
6:         compute costᵢⱼ
7:     add primaryᵢ and backupⱼ in List_pair
8: if List_pair is Empty
9:   slice_rejected
10: else ascending sort List_pair based on costᵢⱼ
11: hold resources required by List_pair[0]
12: slice_accepted

summarized as follows. Given: a network topology with available network resources (bandwidth and PU) and the requirements of a slice to be provisioned; Find: a suitable slice deployment, such that the allocated network resources are minimized; To ensure: reliability against single link or node failure (including the target node) while ensuring that the bandwidth and PU resources allocated at each link and node do not exceed the available resources, and that the maximum distance between a source node and a target node is enforced.

- **Given**: the network topology with available network resources (bandwidth and PUs) and slice requirements.

- **To find**: a suitable slice positioning, so that the allocated network resources are minimized.

- **To ensure**: reliability against single link or node failure while enforcing the maximum distance between a source node and a target node. Available bandwidth and PUs must not be exceeded.

To study the problem, an event-driven simulator written in Python was developed. Events consist of slice requests originating at random source nodes, which can be allocated or rejected in relation to the amount of resources available in the network. Each slice also has a lifetime after
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which the allocated resources are released. A pre-processing phase generates a set (referred to as Pair) of primary-backup path pairs between each source and target node. Each primary-backup pair is path disjoint and terminates at different target nodes. Each path is obtained using the k-shortest path algorithm with $k = 5$. Two different approaches for protection are considered, Dedicated Protection (DP) and Shared Protection (SP). Slice resource assignment is carried out as shown in Algorithm 2. For each possible primary path in Pair (line 2), the algorithm checks if latency constraint is met, and if there are enough resources (bandwidth and PU) available on both the primary path ($primary_i$) and at the candidate target node (i.e., to which the candidate primary path connects the source node to) to allocate the slice (line 3). The selection of the backup path and target node $backup_j$ (line 5) depends on the specific protection strategy. DP uses dedicated backup resources. As a result, a procedure identical to the one used for the selection of the primary path and target node is used. With SP, backup resources (bandwidth and/or PUs) can be shared at no additional cost if their respective primary paths and target nodes are disjoint. Otherwise, new backup resources are assigned.

If enough resources are available on the considered primary/backup pair, and latency constraint is met, a cost is calculated as:

$$cost_{i,j} = \alpha * \sum_{i \in \text{Links}} Band_i + \beta * \sum_{j \in \text{Nodes}} Compute_j$$  \hspace{1cm} (6.1)

where $\alpha$ and $\beta$ are coefficients used to balance the two contributions, $Band_i$ is the connectivity requirement (in Gbps) of the slice and $Compute_j$ is the PU required by the slice for the virtual baseband and the service (line 6). The value of $cost_{i,j}$ is saved together with the primary-backup pair (line 7) and, after exploring all possible pairs, the smallest cost pair is chosen (line 10). The resources needed for the slice are then booked into the network (line 11), and the slice is allocated. Resources are released after the expiration time. If there are no candidate pairs due to lack of resources, the slice is rejected (lines 8-9).

6.1. Problem formulation and methodology
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6.2 Numerical results

Figure 6.1: Reference network with source (blue) and target (red) nodes.

Table 6.1: Average number of PUs per slice: SP savings compared to DP for different load values.

<table>
<thead>
<tr>
<th>Load (PU=500)</th>
<th>SP Savings</th>
<th>Load (PU=2000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>35.62%</td>
<td>35.41%</td>
</tr>
<tr>
<td>160</td>
<td>35.88%</td>
<td>35.50%</td>
</tr>
<tr>
<td>170</td>
<td>36.16%</td>
<td>36.61%</td>
</tr>
<tr>
<td>180</td>
<td>36.47%</td>
<td>36.71%</td>
</tr>
<tr>
<td>190</td>
<td>36.75%</td>
<td>36.79%</td>
</tr>
<tr>
<td>200</td>
<td>37.03%</td>
<td>37.85%</td>
</tr>
</tbody>
</table>

The network considered in the analysis is depicted in fig. 6.1. It consists of 14 source (blue) and 7 target nodes (red). The target nodes are chosen among those with nodal degree equal to 4, to allow better accessibility from the source nodes. The links in the transport are bidirectional, are assumed to have the same length, and have a capacity of 1000 Gbps.

This study considers the deployment of slices with low latency and strict reliability requirements. The maximum number of hops allowed for a slice (to satisfy the latency requirements) is set to 4. The slice connectivity
requirement is 24 Gbps and the compute one is 12 PUs (i.e., for baseband and service processing adopting split option 8 [B24]). The distribution of the average inter-arrival frequency is exponentially distributed with $\lambda = 1$ per time unit. The average lifetime of the slice ($\theta$) is also exponentially distributed, varied to consider different values of the network load ($A_0 = \lambda \ast \theta$), with $\alpha$ and $\beta$ setted to 1. The results compare the two different protection schemes (DP and SP) in two network configurations, one with 500 PU (case 1) and the other with 2000 PU (case 2) available at each target node. The following quantities are introduced for evaluation:

$$B_S = \frac{\sum_{i=1}^{N} B_i}{S_i}$$ (6.2)

$$PU_S = \frac{\sum_{i=1}^{N} PU_i}{S_i}$$ (6.3)

$$B_{U}^{i,k} = \frac{\sum_{i=1}^{N} B_{i,k}^{j}}{N}$$ (6.4)

$$PU_{U}^{j} = \frac{\sum_{i=1}^{N} P_{U}^{j}}{N}$$ (6.5)

where $B_S$ represents the average bandwidth occupied by a slice in the network, defined as the ratio between the total bandwidth used in the transport network $B_i$ and the number of active slices $S_i$ when slice $i$ is accepted, averaged over the number of events ”slice accepted” $N$. $PU_S$ represents the average number of PUs per slice, defined in (6.3) in a similar way, where $PU_i$ indicates all the PUs used when slice $i$ is accepted. The average bandwidth per link $j - k$ ($B_{U}^{i,k}$) and the average number of PUs per node $j$ ($PU_{U}^{j}$) used in the network are represented by (6.4) and (6.5), respectively, where $B_{i,k}^{j}$ is the bandwidth allocated in the link that connects the node $j$ and $k$, and $PU_{i}^{j}$ indicates the PUs allocated in node $j$ when slice $i$ is accepted.

The blocking probability is represented by (3), where $N_r$ is the number of events ”slice request”, $B_i$ is equal to 1 if the slice is rejected or 0 if it is accepted.

$$\pi_b = \frac{\sum_{i=1}^{N_r} B_i}{N_r}$$ (3)
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Figure 6.2 compares SP and DP in terms of blocking probability. SP outperforms DP, in particular when PU resources are scarce (case 1).

![Blocking probability as a function of the load.](image)

Figure 6.2: Blocking probability as a function of the load.

Figure 6.3 reports the value of $B_S$ as a function of load. SP allows savings of up to 28% and 8.6% in case 1 and 2, respectively. While in case 2 there is almost no effect with different load conditions, in case 1 DP requires 9.6% additional bandwidth when passing from low to high load. This is because resources in the target nodes are scarce and saturates, forcing DP to try to reach nodes with available PU that are further away. This is shown in Fig. 6.4 where the average number of PUs per node is reported for load = 200.

6.2. Numerical results

63
Chapter 6. Dynamic slice simulation in a 5G vehicular network in the metro segment

Figure 6.3: Average bandwidth per slice ($B_S$) as a function of the load.

Figure 6.4: Average PU per target node $j$ ($P_{Uj}^i$) with load = 200.

In case 1, DP uses on average all resources in all the nodes. SP is able to use resources more efficiently, thus the lower blocking probability. In case 2, the average PU usage is below 50% for both DP and SP. The reason for the higher blocking shown by DP is bandwidth availability over some links. This can be seen in Fig. 6.5 where the bandwidth used per link is, on average, close to saturation.

Table 6.1 shows how many PU can be saved, on average and per slice, using SP compared to DP.
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Figure 6.5: Average bandwidth per link $j - k$ ($B_{U}^{j,k}$) with load = 200. Only links with utilization $> 60\%$ are reported.

As the load increases, the savings slightly increase, reaching 37% savings per slice. This is due to the higher number of slices activated simultaneously, which allows sharing a larger number of backup PUs.
Chapter 7

Dynamic slicing optimization for 5G vehicular network

In this chapter, experimental changes to network management protocols will be proposed, always aimed at optimizing the distribution of resources, focused both on the sharing of bandwidth between links in the case of management of dynamic bandwidth resources, and on the sharing of PUs. In the case of dynamic management of the processing units. Finally, a model for network reconfiguration will be presented, based on different policies. An ILP model will also be presented, still being tested.

7.1 Management of dynamic network resources: Dynamic Bandwidth

To study the dynamic management of the band, reference was made to a simulator written in Python. Dynamic network management means the management (and therefore the allocation) of the bandwidth in the links. In particular, two different methodologies were studied:

- **Case A**: The bandwidth is assigned based on the number of outgoing links per node. Given a total bandwidth $B$ to be allocated to links in the network, the band is divided by the number of nodes in the network ($N_{\text{tot}}$). Each node is assigned an amount of bandwidth equal to $B_{\text{tot}}$: 
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\[ B_{tot} = \frac{B}{N_{tot}} \]  \hspace{1cm} (7.1)

This amount \( B_{tot} \) must be divided on each outgoing link.

- **Case B**: The band is assigned based on the type of node, if the node is a destination node or if the node is a source node. Considering the total band \( B \), the ratio with which the band is assigned is 3 to 2. Therefore the partial band to be assigned to the nodes is:

\[ B_{tot} = \frac{B}{5} \]  \hspace{1cm} (7.2)

If the links entering the target nodes are \( L_{t,tot} \), the bandwidth per target link is equal to:

\[ L_t = \frac{B_{tot} \times 3}{L_{t,tot}} \]  \hspace{1cm} (7.3)

If the links entering source nodes are in total \( L_{s,tot} \), the bandwidth per source link is equal to:

\[ L_s = \frac{B_{tot} \times 2}{L_{s,tot}} \]  \hspace{1cm} (7.4)

The \( L_t \) and \( L_s \) bands are assigned to all links in the network.

In this scenario, therefore, the band is no longer statistically and equally assigned to the network nodes, but is distributed based on the network topology, making the assignment dynamic.

### 7.1.1 Scenario and Results

The reference network is the one in the figure 7.1, where the number of nodes in the network is 21. In this case, the blue nodes represent the source nodes, the red nodes are the target nodes. The total bandwidth available in the network 70,000 Gbps. In the reference scenario, where all links have the same amount of bandwidth, 1000Gbps are assigned to each link. For Case A, the amount of bandwidth assigned to each node is 3333Gbps, which will be shared equally by the links leaving the node. For Case B, the bandwidth available for the links entering the target
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nodes is 2333 Gbps, for the links entering the source nodes it is 538.5 Gbps Two different scenarios will be shown, based on the number of PUs present in the target nodes, respectively 500 and 2000 PU. Only a shared protection is considered. The other network settings are the same as in the chapter.

Figure 7.1: Reference network with source (blue) and target (red) nodes.
Fig 7.2 and fig 7.3 show a small Gbps saving, in the two cases (A and B), of 1% after the first and 4% after the second, in both configurations. It can also be noted that as the load increases, the savings in bandwidth used also increases. This happens due to the large number of simultaneously active slices, which therefore allows to share a larger amount of backup resources. It is therefore possible to optimize the use of dynamic network resources: Dynamic Bandwidth...
bandwidth resources with subsequent changes. With the reference condition, from the moment in which some links became saturated, specifically those affluent to the target nodes, longer paths were sought to allocate the slices. With this type of optimization, however, the aforementioned links do not saturate and the bandwidth per slice is reduced.

Figure 7.4: Active slices on average in the link, with 200 Erlang load and 500 PU configuration. Links with ≥50% or ≤5% usage are considered.

Figure 7.5: Active slices on average in the link, with 200 Erlang load and 2000 PU configuration. Links with ≥50% or ≤5% usage are considered.
With fig 7.4 and fig 7.5 highlight the difference between the results of the case A and those of the other two variants. The low value, which would suggest a great saving of bandwidth per link, actually derives from the implemented bandwidth distribution algorithm, which provides resources in proportion to the number of links outgoing from the node. In this case, nodes such as "1", which will be discussed in detail later, find themselves having a large amount of unused band available, which in the final calculation greatly influences the average. Being it marginal, it actually manages to reach a few target nodes through certain paths and, consequently, the aforementioned paths available to it end up becoming saturated quickly, as they have further connections.

![Figure 7.6: Backup band used on average per slice (Bs), in the SPP configuration with 500 PUs available](image)

Figure 7.6: Backup band used on average per slice (Bs), in the SPP configuration with 500 PUs available
Fig 7.6 and Fig 7.7 show the active slices in a link, on average, for the duration of the simulation. The average bandwidth usage per slice was used as a discretion value to choose which links to focus on, placing the use greater than 50% and less than 5% of the resources available as points of interest, evaluated on the reference condition at maximum load (200 Erlang). These limit values were taken in order to highlight two particular factors of the network configuration: the large load supporting the links directly connected to the target nodes and, on the contrary, the scarce use of resources assigned to marginal links. In particular, the nodes “1” and “6”, two source links, are examples of the scarce use of the assigned network. Note, the links taken into consideration are entering these nodes, so such a low use of resources means little use in finding a path for other source nodes. This is identified in the fact that node “1”, being marginal and connected only to two other non-target nodes, will almost never be a favorable alternative, for other source nodes, to be used as a passage in a path towards a target node. In fact, the two incoming links (2-1) and (3-1) have an average use of 0.5% in all three implementations of the algorithm, except at 2000 PU, in the case of the case B, where the use of (3-1) sees an increase of 1%, mainly due to the dynamic distribution of the band. On the contrary, node “6”, although more central in the network, is in turn connected to only two non-target nodes; therefore follows the same type of reasoning. As can be
expected, however, on average the two connections (5-6) and (9-6) have a higher use than the first two, of 8.95% and 6.4% respectively, being still central to the network. In fact, they were selected because, in the reference configuration of the 2000 PU simulator (Fig. 7.7), they saw 4.3% and 2.8% of use. The reason for the higher average is found once again in the case B, where is possible to see, compared to the reference condition, an increase in the percentage respectively of 13% and 5%, again thanks to the distribution of bandwidth (fig. 7.6). The remaining five links were taken into consideration, as links entering the target node, due to the large presence of slices active on average throughout the duration of the simulation, which translates into an average use of bandwidth for high, if not critical, links. The lower limit of 50% has been set to monitor, in the case A and B, if it becomes lighter or heavier, again with respect to the reference condition at 2000 PU with a 200 Erlang load. After the case A, it’s possible to see for the link (2-4) a use of less than 5-6%, due to the fact that being marginal and having few outgoing connections (three), node “2” ended up with 1111 Gbps to be shared between its links, compared to the reference 1000 Gbps. The remaining links have instead all undergone an increase in the percentage of total use, in some cases exceeding 90%, undergoing a 5% increase compared to the reference condition, up to 94.3%, as in the case of the link (8-11) to 2000 PU. This can be identified in the fact that all the remaining nodes to be analyzed are nodes with four outgoing links, therefore the value shared between them drops from 1000 Gbps to 833.5 Gbps per link.

It is important to note that these considerations, together with the previous ones on nodes “1” and “6”, following the case A, gave the idea of unequally distributing the bandwidth between links entering target and non-target nodes. target, to prevent the former from reaching critical levels and, at the same time, recovering unused bandwidth from the latter. In fact, in the case B, all the connections taken into consideration with use on average greater than 50%, which were recorded have almost touched the total use of the available resources, with the new distribution now remain below 40%, reaching the maximum to 36.5%.

Finally, the probability of system blocking is to be analyzed. In the case with 500 PUs provided (fig. 7.8), it can be seen that, between the
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reference condition and the case A, the probability remains relatively unchanged. On the other hand, there is a deterioration in reliability after the case B in the case of lighter loads, but by increasing the latter the values begin to converge. Combining these results with those of the average band per link, it can be identified that, at high loads, the performance of the case B is slightly better, since it achieves a saving on bandwidth usage, while maintaining a similar blocking probability.

Figure 7.8: Probability of blocking depending on the load, case 500 PU.

Figure 7.9: Probability of blocking as a function of the load, case 2000 PU.

On the other hand, in the case where 2000 PUs are available at the
target nodes, the situation changes considerably (fig. 7.9). The reference condition sees the probability of lower block, similar to that recorded in the experiments prior to this work, in particular at low load. The first change records a significant loss compared to the reference condition, due to the burden of work on the already critical links highlighted in the previous lines. Finally, the probability of blocking after the case B, even with processing units in larger quantities, remains very similar to the previous case. This is because it has been recorded that some links entering central non-target nodes, such as “8”, which previously maintained a usage level of 40-45%, with the variation on distribution have maintained the same content, but receiving 36, 5% - 52.5% less bandwidth (538.5 Gbps compared to 833.5 Gbps / 1111 Gbps, in cases with 4 or 3 outgoing links from the node), thus filling up much faster.

7.2 Management of dynamic network resources: Processing Units

To study the dynamic management of the processing units in the destination nodes, the same simulator of the previous section was used. The processing units are assigned based on the nodal degree of the target node, then based on the number of links entering the target node. The greater the number, the greater the tributary links, and the greater the amount of processing units assigned. If the total number of units to be inserted into the network is $P_{tot}$, and $L_{tot}$ is the number of total links entering all target nodes, the amount of resources to be partitioned for each link is equal to $P_{part}$:

$$P_{part} = \frac{P_{tot}}{L_{tot}} \quad (7.5)$$

If a node has a nodal degree equal to 2, this node will be assigned 2 * $P_{part}$. If the nodal degree is 4, double (4 * $P_{part}$) will be assigned.
7.2.1 Scenario and Results

The reference network is the one in the figure 7.10. The blue nodes are source nodes and red nodes are target nodes. Having two target nodes with a nodal degree equal to 2 and 4 target nodes with a nodal degree equal to 4, there will be respectively 1200 PU available for the first and 2400 PU for the second. In the reference conditions, the PUs are instead distributed equally, so each target node will have 2000 PUs at its disposal. The amount of bandwidth assigned to each node is 1000Gbps. The rest of the network settings are equivalent to the model presented in the chapter 6. The comparison in between shared protection and dedicated protection in a reference case and in dynamic case.
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Figure 7.11: Probability of blocking depending on the load.

Figure 7.12: Average PU used per node.
As can be seen in fig. 7.11, the probability of blocking is lower in the dynamic case than in the reference case and this means that fewer slices in the network are rejected. This result falls on the number of active PUs in the nodes which, as can be observe from fig 7.12, there is an increase in the dynamic case, and in the amount of average bandwidth used in the links, which in turn increases in the dynamic case, as can be seen in fig 7.13.

The comparison between the two configuration scenarios denotes how the network in the dynamic case is more efficient than in the reference case, this leads to the conclusion that assigning a different maximum number of PUs to the nodes according to the number of links connected to them leads to an evident improvement in the use of bandwidth in the links and to a greater number of PUs active in the nodes.

### 7.3 Reconfiguration

Reconfiguration is a strategy that allows you to reallocate backup flows within the network, to lead to better optimization. This strategy is usually applied to the triggering of a condition, a policy that is set according
to the needs of the network. The reconfiguration techniques are therefore created to be able to respond to the problems of a network, from the probability of blocking, to the saturation of resources in a part or in the whole network.

Usually a reconfiguration is applied in case the provisioning technique is softer, and does not foresee the calculation time of the best allocation. It was therefore decided to introduce a new provisioning, easier to implement and more immediate in the allocation: the Shortest Path First Fit (SPFF). This type of provisioning allows to allocate the primary and backup in the shortest available paths. If \( \text{Hop} \) is the number of nodes that a path must cross to reach the target node, the path chosen will be the one with the least number of hops available. Since provisioning is not aimed at optimizing network performance, but only at optimizing provisioning times, network performance cannot exceed those of exhaustive provisioning (such as that shown in the chapter 6). For the following result, the nodes have 2000 PUs available, the links have 1000 GBPS available, the network is the one in fig 6.1 in chapter 6. The probability of blocking shown in the fig. 7.14 relates the two types of dedicated and shared protection in the case of comprehensive provisioning or SPFF, and it is noted how the performance of the SPFF in the case of dedicated resources remains the same as that of exhaustive provisioning. This result arises as a consequence of the choice of the cost function in the exhaustive case: since the search is tempted to look for the path with the lowest cost for the network (see chapter 6), the paths that are chosen in both provisioning are the same. In the case of resource sharing, however, it is possible to see an increased of blocking probability.

To improve performance, especially in the case of resource sharing, reconfiguration has been introduced. Two methodologies are under study: an ILP and a heuristic. The implemented heuristics works as an exhaustive search, where the goal of the backup allocation is to find the lowest cost primary-backup pair, where the cost depends only on the backup and is defined as:

\[
\text{cost}^b_{i,j} = \alpha \sum_{i \in \text{Links}} \text{Band}^b_i + \beta \sum_{j \in \text{Nodes}} \text{Compute}^b_j \tag{7.6}
\]

where \( \alpha \) and \( \beta \) are coefficients used to balance the two contributions,
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\( Band_i^b \) is the connectivity requirement (in Gbps) of the backup slice and \( Compute_j^B \) is the PU required by the backup slice for the virtual baseband and the service. Since the primary is already allocated and unmovable, the only possibility is to find a backup that allows the sharing of network resources. As a search by slice, the results and behavior of this heuristic depend on when the search is started and the order in which the slices are reallocated. It is possible to see in the Table 7.1 the bandwidth and PUs saved on average. Thanks to the reconfiguration, it is possible to reduce backup resources by up to 16%, and PUs by up to 4%.

Table 7.1: Band and PU saved in SP protection using reconfiguration.

<table>
<thead>
<tr>
<th>Load</th>
<th>Band Saved</th>
<th>PU Saved</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>16.45%</td>
<td>1.60%</td>
</tr>
<tr>
<td>170</td>
<td>16.85%</td>
<td>2.52%</td>
</tr>
<tr>
<td>200</td>
<td>17.34%</td>
<td>4.14%</td>
</tr>
</tbody>
</table>

Figure 7.14: Probability of blocking depending on the load. RE refers to Exhaustive Research, SPFF refers to Shortest Path Best Fit.

The ILP is still in study, but the model has been made. The ILP takes as input the nodes traversed by the primary path for each slice \( (p_{s,n}) \), a set of candidate target nodes \( (D) \) to place the backup compute resources, a set of candidate backup paths \( (K_s) \) for each slice (there may be more
than one candidate path for each target node, pre-computed using the k-shortest path and disjoint from the primary path), the maximum amount of compute and bandwidth resources per node and link respectively. Tabs 7.2 and 7.2 shown the list of variables and parameters.

Table 7.2: List of cost parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Set of slices.</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of the network nodes.</td>
</tr>
<tr>
<td>$L$</td>
<td>Set of links.</td>
</tr>
<tr>
<td>$p_{s,n}$</td>
<td>1 if the primary path for slice slice $s \in S$ traverses node $n \in N$, 0 otherwise.</td>
</tr>
<tr>
<td>$K_s$</td>
<td>Set of backup candidate paths for each $s \in S$. $K = \bigcup_{s \in S} K_s$. Each path $k \in K_s$ is disjoint from primary path used by slice $s \in S$. Max hops length already satisfied.</td>
</tr>
<tr>
<td>$a_{k,j}$</td>
<td>1 if target node $j \in N$ is assigned as backup for path $k \in K_s$, 0 otherwise.</td>
</tr>
<tr>
<td>$e_{k,l}$</td>
<td>1 if link $l \in L$ is assigned as backup for path $k \in K_s$, 0 otherwise.</td>
</tr>
<tr>
<td>$z_s$</td>
<td>Element of set $N$ that corresponds to the source node of each slice $s \in S$.</td>
</tr>
<tr>
<td>$MC_j$</td>
<td>Maximum amount of compute available at node $j \in N$.</td>
</tr>
<tr>
<td>$MW_l$</td>
<td>Maximum bandwidth available at the link $l \in L$.</td>
</tr>
<tr>
<td>$r_s$</td>
<td>Number of PU for slice $s \in S$.</td>
</tr>
<tr>
<td>$bw_s$</td>
<td>Bandwidth requirement for slice $s \in S$.</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Activation cost for the PU.</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Activation cost for the bandwidth.</td>
</tr>
</tbody>
</table>
Table 7.3: List of cost variables.

<table>
<thead>
<tr>
<th>Variables:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_{s,k}$</td>
</tr>
<tr>
<td>$y_j$</td>
</tr>
<tr>
<td>$x_l$</td>
</tr>
<tr>
<td>$c_{snj}$</td>
</tr>
<tr>
<td>$d_{snl}$</td>
</tr>
</tbody>
</table>

**Objective function:**

$$\text{Minimize } \alpha \cdot \sum_{j \in D} y_j + \beta \cdot \sum_{l \in L} x_l \quad (7.7)$$

**Constraints:**

$$\sum_{k \in K_s} b_{s,k} = 1, \forall s \in S \quad (7.8)$$

$$y_j \leq MC_j, \forall j \in D \quad (7.9)$$

$$c_{snj} \geq p_{s,n} + b_{s,k} \cdot a_{k,j} - 1, \forall k \in K_s, s \in S, j \in D, n \in N, n \neq j, n \neq z_s \quad (7.10)$$

$$y_j \geq \sum_{s \in S} c_{snj} \cdot r_s, \forall j \in D, n \in N, n \neq j, n \neq z_s \quad (7.11)$$

$$x_l \leq MW_l, \forall l \in L \quad (7.12)$$

$$d_{snl} \geq p_{s,n} + b_{s,k} \cdot e_{k,l} - 1, \forall k \in K_s, s \in S, n \in N, n \neq z_s, l \in L \quad (7.13)$$

7.3. Reconfiguration
The objective function 7.7 is used to minimize the amount of bandwidth and PU used for backup path, exploiting the sharing of resources to obtain a better result.

The constraint of Equation (7.8) serves to guarantee one backup for each slice.

The constraint of Equation (7.9) limits the amount of compute in each target node.

The constraints of Equations (7.10) and (7.11) count the amount of backup compute with sharing, where $n \in N$ is a node, $p_{s,n}$ is 1 if primary path for slice $s$ includes node $n$, $c_{snj}$ is 1 if slice $s$ is traversing node $n$ with the primary path and terminates its backup path at node $j$.

The constraint of Equation (7.12) limits the amount of bandwidth in each link, where $x_l$ amount of bandwidth used over link $l$ for backup purposes.

The constraints of Equations (7.13) and (7.14) count the amount of backup bandwidth with sharing, where $d_{sml}$ is 1 if slice $s$ is traversing node $n$ with the primary path and includes link $l$ in the backup path. $a_{k,l}$ 1 if link $l \in L$ is used in the backup path $k \in K_s$, 0 otherwise.

ILP is still under study and results will be available soon.
Chapter 8

Conclusions

This thesis highlights the results obtained during three years of research during the Ph.D program. Vehicle network optimization techniques were proposed to support the use cases required by the automotive sector. In chapter 3 an optimization of functional split for URLLC service has been presented for DPP and SPP based on Integer Linear Programming. Two different sets of constraints have been defined with the objective to minimize the number of active nodes in the optical aggregation networks. The effectiveness of the algorithms has been shown also in terms of active nodes and bandwidth usage which is sensibly reduced with respect to the conventional centralized approach and allows statistical multiplexing gain for potential allocation of multiple slices. The further saving related to SPP has been shown in comparison with DPP. The SPP algorithm has some scalability limitations that, at this moment has reached optimization for a more limited size network with respect to DPP. In any case the evaluations result suitable for most metro contexts.

In chapter 4 another optimization model is defined for differentiated reliability in URLLC and eMBB slices. Resource savings has been shown with respect to the fully dedicated protection scheme, with 13% of PU saving. In addition, the sequential methodology allows better scalability while achieving bandwidth saving between 25 and 30% using the AV strategy. Almost the same saving can be achieved with the ACT strategy, which also saves links, providing that the SPP is applied first. Further investigations for larger networks can better show the effectiveness of the approach and its scalability.
Chapter 8. Conclusions

Chapter 5 addresses the problem of providing low latency and reliable services in vehicular scenarios in a cost-efficient way using 4G and 5G networks. Baseband resources of C-RAN can be co-located with MEC resources to achieve target service requirements. An ILP model for the cost-efficient deployment of baseband and edge cloud resources with reliability against single node failure is proposed. In addition, a heuristic technique is also proposed to reduce computational complexity of the ILP model by proper selection of a subset of edge nodes for the optimization phase. Results show that the hybrid approach provides similar results to the ILP ones while considerably reducing the solving time.

In chapter 6 presented a performance comparison between dedicated and shared protection schemes for dynamic slice provisioning in a 5G metro network context where processing resources per node are typically scarce. Results show that, especially in these conditions, the SP leads to considerably lower blocking probability than DP. SP is shown to save up to 37% PUs and 28% bandwidth per slice with respect to DP.

In chapter 7 other dynamic resource optimization techniques are shown. In particular, it was shown how the different and dynamic management of network resources impacts on network performance. The available bandwidth and available computational resources must be intelligently distributed within the network to achieve better performance. Furthermore, a reconfiguration, in the case of using simple provisioning, can be an excellent resource for obtaining a greater saving of resources, in order to allocate other slices in the network.

The works presented offer an important support to research, to optimize vehicle networks and prepare the 5G network in an appropriate way, to obtain high reliability without incurring waste of network resources. The prospects in this research field are excellent, and it may be interesting to further explore different optimization techniques, such as Machine Learning (ML) and Deep Learning (DL).
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DU  Distributed Unit.
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Acronyms
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