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“Cloudless everyday
You fall upon my waking eyes,
Inviting and inciting me to rise.
And through the window in the wall
Come streaming in on sunlight wings
A million bright ambassadors of morning.

And no one sings me lullabies
And no one makes me close my eyes
So I throw the windows wide
And call to you across the sky...”

"Echoes", Pink Floyd - 1971
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Abstract

ALMA MATER STUDIORUM - UNIVERSITÀ DI BOLOGNA

Ph.D. in Data Science and Computation

Challenges and Opportunities of Machine Learning for Clinical and Omics Data

Luca Pestarino

Clinical and omics data are a promising field of application for machine learning
techniques even though these methods are not yet systematically adopted in health-
care institutions. Despite artificial intelligence has proved successful in terms of
prediction of pathologies or identification of their causes, the systematic adoption
of these techniques still presents challenging issues due to the peculiarities of the
analysed data. The aim of this thesis is to apply machine learning algorithms to
both clinical and omics data sets in order to predict a patient’s state of health and get
better insights on the possible causes of the analysed diseases. In doing so, many of
the arising issues when working with medical data will be discussed while possible
solutions will be proposed to make machine learning provide feasible results and
possibly become an effective and reliable support tool for healthcare systems.
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Chapter 1

Introduction

In recent years, an always increasing amount of available data across all fields of sci-
ence has been observed creating the need to employ and develop automated meth-
ods to automatically analyse them. Machine learning is a subfield of computer sci-
ence that deals with the discovery of correlations and emerging patterns inside data
and it is used to make predictions on new ones [1]. Machine learning techniques are
particularly useful for several data analysis tasks, such as computer vision, compu-
tational biology, text processing, speech recognition, robotics and many others. Clin-
ical data sets represent a promising field of application as clinical machine learning
is not yet systematically adopted in organisations such as hospitals and clinics, even
if successful applications are starting to appear [2].

1.1 Clinical machine learning

Machine learning techniques can be divided into two main categories: supervised
and unsupervised learning techniques. Supervised learning is a predictive approach
with the aim to learn a function relating the input with the output. In this case, the
labels (the outcome of interest) are needed in order to learn the function and make
predictions. On the other hand, unsupervised learning has the goal to find patterns
or hidden structures in the data independently from the labels since this information
is not available when performing this kind of analysis (i.e. there is not a known out-
put to predict) [1]. Both supervised and unsupervised learning models can be fruit-
fully applied to clinical studies: machine learning techniques have been successfully
used in several fields ranging from bioinformatics, genomics, medical informatics all
the way to public health, bringing about a higher understanding of various diseases
including cancer, heart failure, tissue classification and drug design [3]. Clinical ma-
chine learning analysis can be employed for different tasks according to the specific
aim or research field. One of the most common is certainly the use of machine learn-
ing to perform a classification among patients in order to identify their diagnosis.
Unsupervised learning, on the other hand, is typically more employed for precision
medicine with the aim to redefine diseases and identify new paths to therapy by
studying pathophysiologic mechanisms [4]. Clinical data analytics can bring many
advantages to healthcare systems such as identifying the most effective treatments,
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predict which individuals will benefit of a specific medication, or support prevention
initiatives. All the potential benefits of analysing healthcare data include detecting a
disease in its early stage in order to treat it more efficiently, decide whether a patient
will benefit from surgery or not, identify risks for medical complications and many
others. At the same time, machine learning research could lead to find new cost-
effective ways to treat patients, improve clinical trials design and to detect disease
patterns to improve public health surveillance and response [5]. Machine learning
also allows to identify the features that better describe the analysed phenomenon.
Since having too many features can cause overfitting problems and bring noise into
the model, one generally wants to reduce the number of features by performing fea-
ture selection. By doing so, one can extract a subset of features that can be used to
make the best prediction [6]. However, in order to do so in a reliable way, one needs
to collect a large amount of unbiased data and possibly collect the same information
on other independent cohorts to be used for testing the results. Unfortunately, this
process is time consuming and typically data acquisition can be very expensive [4].

Although artificial intelligence (AI) began in 1956, its first application to clini-
cal scenarios dates back to 20 years later, in 1976, when the first expert system in
medicine (MYCIN) was developed to recommend antibiotic for different bacterial
infections [7]. Due to its limitations, such as the large number of rules needed and
the absence of integration between the system and the clinicians, MYCIN has never
been used in practice. Despite machine learning can overcome some of the expert
systems limitations, the first autonomous system approved by the FDA dates back
only to 2018, with an AI-based diagnostic system for detection of diabetic retinopa-
thy in primary care offices [8].

In recent years, deep learning methods have proved their efficacy in many pre-
diction and classification tasks such as speech recognition and image classification.
Deep learning is a subclass of machine learning which makes use of artificial neural
networks (NN). NN have been particularly effective in studying and understand-
ing genomics data, typically characterised by sparsity and high dimensionality. For
example, deep convolutional neural networks (CNN) have been used to predict se-
quence function and activity in various cell types or to predict tissue functional ac-
tivities from genomic sequences [9]. However, one of the most promising fields of
application for clinical machine learning, is medical imaging. Recently, machine
learning has shown the ability to see patterns that humans cannot perceive, increas-
ing its popularity especially in radiology [6]. Other applications include predicting
prognosis for patients with non-small cell carcinoma from histopathology images,
diagnosing diabetic retinopathy from retinal fundus photographs [10], [11]. Authors
in [2] applied a deep neural network to analyse three-dimensional optical coherence
tomography scans for making referral recommendations, achieving the same or bet-
ter performance of experts after training the algorithm on 14 884 scans. On the other
hand, Authors in [12] developed a deep learning model built upon CNNs to analyse
tumor images and extract informative features by optimising the partial likelihood
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of a proportional hazards model. Another study on breast cancer has been described
in [13], where deep learning and other machine learning algorithms, namely support
vector machines, random forests and decision trees, have been used to predict the
survival in 4902 patients records. In this case, however, clinical data have been em-
ployed rather then images, allowing Authors to extract the most important factors in
survivability prediction. Other studies involved the use of brain magnetic resonance
imaging (MRI) such as in [14], where a deep learning algorithm combining stacked
auto-encoders and a softmax output layer has been implemented to early diagnose
Alzheimer’s disease, or in [15] where a deep belief network has been used to identify
patterns of similarity on a data set of Alzheimer’s disease and healthy samples.

The use of machine learning can thus provide better insights into medical analy-
sis, showing possible new ways to address medical problems such as the prediction
of pathologies or the identification of their causes while improving care, saving lives
and lowering costs [5].

Even though these methods have provided successful results, the use of these
techniques remains a challenging issue when it comes to their application to medical
and biological data, due to the high dimensionality of the data as well as their hetero-
geneity, irregularity and temporal dependency[16]. These difficulties arise from the
very nature of the data itself: clinical data sets often come from different sources
of information such as biomedical data, experimental data and electronic health
records [17]. The data stored can thus be expressed in different forms: they can
be discrete or continuous, in image formats, tables, charts o clinical notes [18]. All of
these data further increase the complexity and the dimensionality of the analysis cre-
ating a need to identify new ways to process the data such as the resort to cloud com-
puting, multicore CPUs and GPUs [17]. Additionally, one of the main problems is
the reliability of samples labels: clinicians are not always certain about the diagnosis
or may disagree with other experts. Moreover, machine learning outputs (especially
deep learning ones) are often difficult to interpret and new methods to understand
how deep learning algorithms work are needed [9]. Furthermore, health systems do
no completely trust the tasks performed by a machine, especially if the physicians
can complete that task with a higher accuracy and explainability. Therefore, there is
a need to integrate machine learning with physicians activity, overcoming the idea
of machine learning as a "black box" [4]. A machine learning model is defined as a
black box when the function is too complicated to be understood by humans and it
is not possible to easily explain how it makes predictions [19]. For this reason, the
main example of black box models are deep neural network since they are highly
recursive and typically they are not able to produce comprehensible decisions mak-
ing it difficult to trust their reliability for real-world problems [20]. In particular,
the interpretability of a machine learning model is crucial when dealing with the
medical field where the comprehension of how prediction are made is essential to
understand the mechanisms behind the diagnosis [21]. Although the application of
machine learning techniques presents a variety of challenges and difficulties, it also
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shows great potential for delivering support tools for diagnosis and broadening the
understanding of factors that may lead to the development of pathologies.

1.2 Overview of the thesis

The aim of this thesis is to apply machine learning techniques on different medical
and biological data sets in order to predict a patient’s health’s state or to stratify them
in sub-cohorts possibly exploiting both strictly clinical and omics data. Additionally,
the identification of the features that are the most significant for the prediction of the
health status and conducive for achieving better insights in possible causes of the
disease will be addressed. Moreover, the issues regarding these analyses will also be
considered and discussed in order to identify new ways to mitigate or solve them
and get more reliable results. The data sets that will be used deal with patients af-
fected by different disorders and diseases. In particular, the research will be focused
on five data sets: four of these exhibit purely clinical features while the fifth one con-
tains omics data, namely transcriptomics, adductomics, miRNA and metabolomics
features. Different analyses will be performed according to the considered type of
data. When dealing with clinical data sets the main goal is to use the clinical fea-
tures to predict the diagnosis of the patients. Here the aim is not only to identify
which clinical variables are more important for the prediction to simplify the diag-
nosis process, but also to understand the level of consistency of the labels assigned
by the physicians. All the clinical data sets taken in consideration do not include
healthy patients: this place a first limit in the analysis since discriminating healthy
patients from sick ones is typically easier than classifying subgroups due to possi-
ble similarities between them. The first employed data set regards patients affected
by different kind of disorders such as language disorders, intellectual disabilities
and learning disorders including dyslexia, dyscalculia and dysgrafia. The second
data set is about patients with various mental disorders such as autism spectrum
disorder, Asperger syndrome and other language or cognitive disorders. The third
and fourth data sets include patients affected by different types of osteogenesis im-
perfecta. For each of these data sets, both supervised and unsupervised learning
analysis were performed in order to get more information about the diagnosis and
its causes and possibly identify alternative subgroups of patients according to their
similarity. When it comes to the fifth data set, it is an omics data set (known as Ox-
ford Street II data set) originally designed to study the impact of air pollution on pa-
tients affected by different diseases or in healthy status. Having at disposal healthy
patients data, it was possible to move away from the precision medicine design of
the clinical data sets to perform an in-depth analysis of features affecting the disease.
More specifically, some issues such as the feature selection stability, the presence of
confounders, the causality between the features and the outcome, and the study of
the disease progression will be addressed as well as the biological meaning of the
features involved in the analysis. This thesis is organised as follows: the methods
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employed for the analyses will be discussed in Chapter 2. Chapter 3 includes the de-
scription of each data set, the aim of each analysis and the associated results, while
the issues encountered in the analyses and the final remarks will be discussed in
Chapter 4.
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Chapter 2

Methods

In this chapter, the known methods and algorithms employed for the analyses de-
scribed in Chapter 3 will be discussed, whereas the methodological contributions
will be examined along with the related results in the next chapter.

As previously mentioned, clinical data analysis can be performed employing all
the variety of machine learning methods, ranging from classical supervised and un-
supervised techniques to more elaborated deep learning models. However, in this
thesis deep learning algorithms have not been employed. This choice stems from
two specific reasons: the first is an intrinsic limit of the data sets analysed while the
other is a limit of the methodology itself. Although in literature many examples of
deep learning applications have been discussed, the data sets at disposal had very
limited sample sizes making deep learning very difficult to implement practically.
For this reason, other classical methods have been preferred to perform the analy-
ses. Moreover, since one of the main goals is to identify possible new causes of
diseases and thus better understand their mechanisms, one needs to employ highly
interpretable models, automatically excluding all the "black box" algorithms such
as deep neural networks. The exploited methods, including some of the classical
machine learning algorithms, such as classification trees, lasso, support vector ma-
chine, etc. and other more recent methods such as the principal path [22], will be
now described. The data pre-processing techniques, the employed stability indices
and evaluation criteria will also be discussed in the following sections.

2.1 Supervised methods

Supervised learning are predictive models, thus the outcome of the analysis (the
labels) has to be provided in order to build the model. According to the nature of
the labels, supervised learning techniques can be further subdivided into two main
categories: classification and regression methods [23]. Classification methods are
employed when the labels are expressed as classes values, which can be binary (i.e.
y = {0, 1}) or multiclass (i.e. the number of classes is larger than two). On the other
hand, regression is employed when the labels are in form of continuous values. The
algorithms/protocols used are the following:

• K-nearest neighbours.
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• Lasso and elastic net.

• Support vector machine.

• Classification tree.

• Random forest.

2.1.1 K-nearest neighbours

The nearest-neighbour is a very simple algorithm which classifies samples according
to the observations in the training set which are closest to the data point x [24]. The
k-nearest neighbours (KNN) fit Ŷ according to:

Ŷ(x) =
1
k ∑

xi∈Nk(x)
yi (2.1)

where yi is the data point label and Nk(x) is the neighbourhood of x identified by the
k closest points to xi in the training set. The algorithm simply performs an average of
the closest points to x according to a metric that typically is set to Euclidean distance.
The k-nearest neighbours has been used in this thesis when relabelling the samples
with the principal path approach as described in section 3.4.7 when dealing with the
continuous diagnosis issue.

2.1.2 Lasso and elastic net

The lasso (least absolute shrinkage and selection operator) was originally introduced
in [25] as a mean to perform feature selection in high dimensionality scenarios. It can
be used for both classification and regression problems.
Given p predictors x1, ..., xp, the outcome y can be predicted by:

ŷ = β̂0 + x1 β̂1 + ... + xp β̂p. (2.2)

This linear model can be estimated by using the ordinary least squares (OLS), by
minimising the residual sum of squares. While OLS estimates have often low bias,
they typically have large variance. This issue can be mitigated by shrinking some co-
efficients towards 0. One possible solution is to employ the ridge regression [26]: by
shrinking the coefficients, it improves the stability but it does not set any coefficient
exactly to 0 and thus it does not perform a proper feature selection. The lasso, on the
other hand, can set some of the coefficients to 0, keeping only the most important
ones. The lasso solution is obtained by minimising the following cost function:

min
β0,β

1
N

N

∑
i=1

l(yi, β0 + βTxi) + λ ∥β∥1 (2.3)
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where l(yi, β0 + βTxi) is the square loss function for the ith observation and λ is the
tuning parameter controlling the shrinkage penalty. The ridge regression has the
same functional of (2.3) with a different penalty:

min
β0,β

1
N

N

∑
i=1

l(yi, β0 + βTxi) + λ ∥β∥2
2 . (2.4)

Fig. 2.1 shows the difference between lasso and ridge regression estimates with
two parameters. The shaded areas represent the constraint regions, while the ellipses
are the contours of the OLS error function centered on the OLS estimates. As one can
see, the solutions are in the points where the ellipses hit the shaded area, however,
differently from the ridge, the lasso area has a diamond shape and when the ellipse
hits the corner one parameter is equal to zero.

Thanks to its sparse representation, the lasso is thus more appealing in those
contexts where there is a large number of predictors and one wants to perform fea-
ture selection. Nonetheless, the lasso shows some limitations. First of all, if there
are some highly correlated variables the lasso tends to choose one of those while
excluding the others in a random way [27]. Secondly, due to its convex optimi-
sation problem, if the number of predictors is larger than the number of samples
(p > n), the lasso can select at most n features. Moreover, in situations where n > p
with high correlations among the variables, ridge regression typically performs bet-
ter than lasso. In order to mitigate these issues, another regularisation technique
named elastic net has been proposed in [27]. Elastic net can simultaneously perform
feature selection by also selecting groups of correlated features, by combining the
penalties of both ridge regression and lasso, overcoming their respective limitations.
In other words, it performs feature selection with the stability and prediction ability
typical of Tikhonov regularization [26].
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FIGURE 2.1: Lasso (a) and ridge regression (b) coefficients estimation.
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The elastic net solution is obtained by solving the following minimisation prob-
lem:

min
β0,β

1
N

N

∑
i=1

l(yi, β0 + βTxi) + λ2 ∥β∥2
2 + λ1 ∥β∥1 (2.5)

where λ1 and λ2 are the penalties associated with lasso and ridge regression respec-
tively. Let α = λ2/(λ1 + λ2), then solving (2.5) is equivalent to:

min
β0,β

1
N

N

∑
i=1

l(yi, β0 + βTxi) + (1 − α) ∥β∥2
2 + α ∥β∥1 . (2.6)

As before, l(yi, β0 + βTxi) is the square loss function for the ith observation while α

controls the elastic net penalty. Elastic net can thus be viewed as a generalisation of
the lasso or ridge regression in the special cases α = 1 and α = 0 respectively.

When it comes to identifying the lasso and elastic net solution, it is important
to specify that there is not a closed form solution to the lasso problem and it has to
be solved using an iterative approach such as the coordinate descent algorithm [28].
When λ2 > 0, elastic net does not suffer of the same issue, having a strictly convex
penalty function and thus a unique solution. However, it can be proved that in case
of an orthonormal input matrix, minimising (2.6) is the same as minimising a lasso
problem. In particular, the elastic net solution is as follows:

β̂(elastic net) =
(|β̂i(OLS)| − λ1/2)+

1 + λ2
sgn{β̂i}(OLS) (2.7)

where β̂(OLS) = (XTX)−1XTy whereas the lasso solution would have been:

β̂(lasso) = (|β̂i(OLS)| − λ1/2)+sgn{β̂i}(OLS). (2.8)

Lasso and elastic net are thus two very useful algorithms when working in clini-
cal scenarios with more predictors than samples. Despite lasso’s sparsity advantage,
elastic net would be preferred in those cases with highly correlated features as in the
case of omics data. For the same reason, elastic net has proved to be more stable in
terms of selected features when dealing with correlated features scenarios.

2.1.3 Support vector machine

The support vector machine (SVM) for classification is a well-established and power-
ful supervised learning method. It identifies a maximal margin hyperplane between
two classes [29]. SVM algorithm uses kernels to generalise the hyperplane concept
to a nonlinear separating surface.

As described in [29], given a set of samples {xi, yi}, i = 1, ..., n, yi ∈ {−1, 1},
xi ∈ Rd, one supposes to have a separating hyperplane which can separate positive
samples from negative. All the point lying on the hyperplane must satisfy w · x+ b =
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0, where w is normal to the hyperplane, |b|/ ∥w∥ is the distance from the hyperplane
to the origin and ∥w∥ is the Euclidean norm of w. If the data is linearly separable all
the data points satisfy the following relations:

xi · w + b ≥ +1 f or yi = +1 (2.9)

xi · w + b ≤ −1 f or yi = −1 (2.10)

that can be combined into:

yi(xi · w + b)− 1 ≥ 0 ∀i. (2.11)

The points for which the equality in (2.9) and (2.10) hold, lay on the two hyperplanes
respectively, with distance |1− b|/ ∥w∥ and | − 1− b|/ ∥w∥ from the origin, thus the
two distances are the same and equal to 1/ ∥w∥ while the margin is 2/ ∥w∥. The two
hyperplanes are thus parallel and there are no points between them. Therefore, it is
possible to identify the hyperplanes for which the margin is maximum by minimis-
ing ∥w∥2 subject to (2.11). The points laying on the hyperplanes are called support
vectors since their removal would change the solution. If one expresses the problem
in a Lagrangian form one gets:

min
w,b

LP =
1
2
∥w∥2 −

n

∑
i=1

αiyi(xi · w + b) +
n

∑
i=1

αi s.t. αi ≥ 0 (2.12)

where αi, i = 1, ..., n are positive Lagrange multipliers. Being this a convex quadratic
programming problem, it is possible to solve the strongly dual problem, that is max-
imising LP. Given the following optimal relations:

w = ∑
i

αiyixi (2.13)

∑
i

αiyi = 0 (2.14)

one can then substitute these values into (2.12) to get the dual problem:

max
αi

LD = ∑
i

αi −
1
2 ∑

i,j
αiαjyiyjxi · xj

s.t. αi ≥ 0

∑
i

αiyi = 0.

(2.15)

The equations shown until now hold for the linear separable case. However,
linear separability does not always occur in practice, hence this algorithm would
not identify a feasible solution. To solve this issue, it is possible to relax the con-
straints (2.9) and (2.10) by introducing positive slack variables ξi, i = 1, ..., n as
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in [30]:
xi · w + b ≥ +1 − ξi f or yi = +1 (2.16)

xi · w + b ≤ −1 + ξi f or yi = −1 (2.17)

ξi ≥ 0 ∀i. (2.18)

A way to introduce an extra cost for errors is to change the objective function from
∥w∥2 /2 to ∥w∥2 /2+C(∑i ξi)

k, where C is a parameter regulating the errors weight.
When C is very high, even a small value of ξi determines a large increase in the cost
function. At the same time, with a small value of C the cost function is less sensitive
to an increase in the value of ξi. The dual formulation now becomes:

max
αi

LD = ∑
i

αi −
1
2 ∑

i,j
αiαjyiyjxi · xj

s.t. 0 ≤ αi ≤ C

∑
i

αiyi = 0

(2.19)

with solution:

w =
NS

∑
i=1

αiyixi (2.20)

where NS is the number of support vectors. Fig. 2.2 shows an example of linear
separating hyperplanes with separable data (a) and non-separable data (b) in a two-
dimensional space: the circled dots represent the support vectors.

Moreover, this formula can be generalised to the case where there is not a linear
decision function. Suppose one can map the data to another space H, by using a
function ϕ(). By defining a kernel function K as a function of sample pairs only
K(xi, xj) and the Mercer condition holds [31], namely the induced kernel matrix is

Origin

𝐻!

𝐻"

Margin

W

(a)

−𝜖
𝑊

Origin

W

(b)

FIGURE 2.2: Linear separating hyperplanes with separable data (a)
and non separable data (b).
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positive semi-definite, then the kernel can be expressed as a dot product in a proper,
possibly infinite dimensional, space K(xi, xj) = Φ(xi) · Φ(xj). Hence one can only
use K without explicitly knowing the form of Φ. By doing so, the algorithm only
depends on kernel evaluations. (2.19) now becomes:

max
αi

LD = ∑
i

αi −
1
2 ∑

i,j
αiαjyiyjK(xi, xj)

s.t. 0 ≤ αi ≤ C

∑
i

αiyi = 0.

(2.21)

If the kernel is a linear function, then (2.21) is the same of (2.19), however one can
decide to employ different kernel functions. One of the most popular ones is the
Gaussian RBF (Radial Basis Function) kernel:

K(xi, xj) = e−∥xi−xj∥2
/2σ2

. (2.22)

Hence one is still performing a linear separation but in a different space. One of the
advantages of using a linear kernel is a more interpretable model. Moreover, thanks
to its linearity, it is possible to evaluate the weights of each feature and order them to
identify the most important ones. Finally, despite all the above described algorithms
are discussed for the two classes case they can be extended to multiclass problems
in a one-versus-all way.

2.1.4 Support vector regression

The Support vector machine was originally conceived to solve classification tasks.
However, a variant for regression problems has been proposed in [32]. The regres-
sion version of SVM is based on the so called epsilon intensive loss function:

Lϵ(y, ŷ) =

0 if |y − ŷ| < ϵ

|y − ŷ| − ϵ otherwise
(2.23)

where ϵ indicates the ϵ-tube within which the prediction error is not considered.
Therefore the objective function becomes:

J = C
N

∑
i=1

Lϵ(yi, ŷi) +
1
2
∥w∥2 (2.24)

where ŷi = f (xi) = wTxi + b and C is the usual inverse regularisation parameter. To
solve this problem, one can add the slack variables ξi to the objective function as con-
straints in order to measure the deviation of training samples from the ϵ-tube [33]:
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J = C
N

∑
i=1

(ξi + ξ∗i ) +
1
2
∥w∥2

s.t. yi ≤ f (xi) + ϵ + ξi

yi ≥ f (xi)− ϵ + ξ∗i

ξi ≥ 0

ξ∗i ≥ 0

(2.25)

This primal formulation, as before, can be put in a dual form whose solution is given
by:

ŵ =
N

∑
i
(αi − α∗

i )xi (2.26)

where αi and α∗
i are Lagrange multipliers. Here the support vectors are defined as

the xi for which αi and α∗
i are non-zero, which are the points lying on or outside the

ϵ-tube. Plugging in (2.26) into f (x) = ŵTx + b one gets the dual version:

f (x) =
N

∑
i
(αi − α∗

i )x
T
i x + b. (2.27)

From this, as did with the standard SVM, one can easily apply kernel functions:

f (x) =
N

∑
i
(αi − α∗

i )K(xi, x) + b. (2.28)

SVR has the advantage of allowing the use of SVM formalism for regression but it
has the disadvantage of introducing another regularisation parameter (ϵ). In this
thesis SVR has been employed in section 3.4 to compare the results of binary and
continuous diagnosis.

2.1.5 Classification tree

Classification and regression trees (CART) are a non-parametric technique which
represent an instance of decision trees. These models make predictions according
to simple decision rules and recursively partition the data space [1]. In a regression
scenario, the model can be described as follows: given N samples and p predictors
that is (xi, yi) for i = 1, ..., N, with xi = (xi1, xi2, ..., xip), a decision tree partitions the
space into M regions R1, R2, ..., RM:

f (x) =
M

∑
m=1

cm I(x ∈ Rm) (2.29)

where cm is the response modeled as a constant. Identifying the optimal partitioning
is typically computationally infeasible, therefore it is possible to do so by employing



2.1. Supervised methods 15

a greedy algorithm such that:

min
(j,s)

[min
s∈Sj

cost(xi, yi : xij ≤ s) + cost(xi, yi : xij > s)] (2.30)

where j is the splitting variable and s is the split point and Sj is the set of possible
thresholds for the feature j. By doing so, it is possible to easily scan all the data and
identify the best pair (j, s). The cost function can be chosen according to the type
of analysis (e.g. the squared error in case of a regression analysis). If the analysis
involves a classification, the algorithm will consider the proportion of class k in each
node m:

p̂mk =
1

Nm
∑

xi∈Rm

I(yi = k) (2.31)

where Rm represents a region and Nm is the number of observations. The observa-
tions are classified to the class according to the majority class in that node k(m) =

arg maxk p̂mk. As in the regression case, different measures can be employed such
as the misclassification error, the Gini index or the cross-entropy [23]. Once the best
split has been found, the process is repeated until a specific criterion is satisfied. Typ-
ically the tree can be grown until a minimum node size is reached, but it can also be
pruned before it reaches the final leaves. The idea behind the pruning is to prevent
overfitting by stopping the growing if the error reduction is not enough to justify the
complexity of the tree.

The main advantage of decision tree is their high interpretability: an example
can be seen in Fig. 2.3, where according to each rule the decisions are make (one
moves left when the condition is true) until the classification is performed. More-
over, trees can handle different data input requiring less preprocessing than other
machine learning techniques (there is no need to normalise the data or performing
one-hot encoding to deal with categorical variables), they are robust to outliers and
automatically perform feature selection. However, they are typically weaker than
other algorithms and, more importantly, tend to overfit the data (especially when
not pruned) and to have high variance since they are very sensible to changes in the
input data [1]. Nonetheless, properly managed classification trees have been widely

𝑋! ≤ 𝑠!
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𝑋! ≤ 𝑠#

𝑋" ≤ 𝑠$
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FIGURE 2.3: An example of decision tree with two inputs.
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employed in this thesis since their high interpretability is often very useful in clinical
scenarios.

2.1.6 Random forest

Random forest (RF) is a machine learning method that uses the bagging technique on
classification and regression trees [23]. Bagging is an ensemble method which com-
bines the prediction of various learning algorithms to get a more accurate prediction
than the single model. The main idea is to average various noisy and unbiased mod-
els (such as classification trees) to reduce their variance:

fr f (x) =
1
T

T

∑
t=1

ft(x) (2.32)

where fr f (x) is the prediction function, ft(x) is the tth tree and T is the total number
of trees. However, the bagging approach can lead to correlated predictors limiting
the variance reduction. For this reason, random forest also select a random subset
of features (e.g. the square root of the number of features) to build each tree so that
each tree is independent from the others. Despite the use of random forest leads
to a less interpretable model than simple decision trees, it is more powerful since it
allows to make each tree grow to its maximum getting low bias and high variance
and then average the results reducing the variance. Moreover, it is also possible to
obtain a list of the most important features: at each split in each tree the importance
of the splitting variables is the improvement in terms of cost of the split. This values
is accumulated over all the trees for each feature.

Another powerful ensemble method, the gradient boosting [23] (such as XG-
Boost [34]), can also be employed with decision trees in comparison with random
forest. In this thesis, however, random forest has been chosen as preferred ensemble
method to deal with decision trees limitations, mainly because of its good predic-
tion performance, robustness to noise, tuning simplicity and its ability in handling
highly non-linear biological data [35].

2.2 Unsupervised methods

The main aim of unsupervised machine learning is to identify structures in the data,
therefore it does not need the outcome of the analysis to be defined a priori as in the
supervised case: the models have the form of p(xi|θ) instead of p(yi|xi, θ) where p
indicates the probability distributions, xi is the matrix of available features and yi

is the label for the i-th sample. One of the most popular example of unsupervised
learning is clustering that is the process of identifying coherent groups among sam-
ples. Other algorithms are used to perform dimensionality reduction of high dimen-
sional data to both improve the performance of a supervised algorithm or simply



2.2. Unsupervised methods 17

for data visualisation. The unsupervised algorithms employed in this thesis are the
following:

• t-distributed Stochastic Neighbour Embedding (t-SNE).

• K-means.

• K-medoids.

• Spectral clustering.

• Principal path.

2.2.1 t-SNE

t-SNE (t-Distributed Stochastic Neighbour Embedding) is a dimension reduction
technique which allows to visualise high dimensional data in a two or three di-
mensional space and has been created as a variation of SNE (Stochastic Neighbour
Embedding) [36]. SNE calculates the similarity between data points using the Eu-
clidean distance. Given two data points xi and xj in the original data space, one
can define pj|i as the probability that xj would be the neighbour of xi according to a
Gaussian centered at xi. At the same time, one can define qj|i as the same probability
for the low-dimensional counterparts yi and yj. SNE minimises the Kullback-Leibler
divergence over all the data points; this is defined by:

C = ∑
i

KL(Pi||Qi) = ∑
i

∑
j

pj|ilog
pj|i
qj|i

(2.33)

where Pi and Qi represent the conditional probability distributions given all data
points xi and projected points yi respectively. The Kullback-Leibler divergence is
not symmetric, thus different types of errors are not equally weighted. t-SNE uses a
symmetric version of input points probabilties and a Student-t distribution instead
of Gaussian to compute the similarity between the points, that is pij is used instead
of pj|i where pij =

pj|i+pi|j
2N and:

pi|j =
exp(−

∥∥xi − xj
∥∥2 /2σ2)

∑k ̸=l exp(−∥xk − xl∥2 /2σ2)
(2.34)

Hence one can define a new divergence measure cost function:

C = ∑
i

KL(P||Q) = ∑
i

∑
j

pijlog
pij

qij
(2.35)

where pij = pji and qij = qji ∀i, j this last quantity is defined by:

qij =
(1 +

∥∥yi − yj
∥∥2
)−1

∑k ̸=l(1 + ∥yk − yl∥2)−1
(2.36)
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where qij is using a Student-t distribution with a single degree of freedom. t-SNE is
very helpful for visualising data but it suffers of some weaknesses such as its sensi-
tivity to the curse of intrinsic dimensionality of the data (the local linearity assump-
tion made by using Euclidean distance might be violated) and the non-convexity
of the cost function. The last one in particular implies that the algorithm might fall
into a local minimum with a need to set different optimisation parameters which can
bring different results according to their values. Of these, the most important one
is the so called perplexity which can be seen as a smooth measure of the number of
neighbours.

Due to the high-dimensionality of the analysed data set, t-SNE has been widely
used as visualisation technique, especially for the unsupervised analysis. How-
ever, one should remark that t-SNE projection is just a rough approximation of the
true data space and the two-dimensional representation might not necessarily cor-
respond to the original one, still they can provide some qualitative insights on the
data.

2.2.2 K-means

K-means is one of the most popular clustering algorithm; it can use any proper met-
ric or distance and often employs the Euclidean distance as similarity measure [37].
The objective of k-means is to minimise the dissimilarity of observations from the
cluster mean defined by the points in that cluster:

min
C

k

∑
i=1

∑
x∈Ci

∥xi − mi∥2 (2.37)

where mi is the mean of the k-th cluster C. The number of clusters is often decided a
priori and represents a hyper-parameter. The within-cluster sum of squares is often
referred to as inertia. Since computing all the possible combinations of samples and
means would be infeasible for large data sets, typically in a first step the points are
assigned randomly to the k clusters. Then, for each cluster the mean (the centroid) is
computed and the points are assigned to the closest cluster mean. This procedure is
repeated until the assignments do not change. This algorithm is a typical instance of
Expectation Maximization method [38]. However, k-means algorithm finds a local
minimum, thus results highly depend on the starting random assignation and the
procedure should be repeated to identify the solution for which the objective func-
tion is smallest [23]. A possible solution to this issue is to resort to other centroids
initialisation methods such as kmeans++ which initialise the centroids to be distant
from each other, generally achieving better results than random initialisation [39]. In
this thesis, k-means has been largely employed as clustering algorithm in order to
identify possible coherent groups of patients.



2.2. Unsupervised methods 19

2.2.2.1 Elbow criterion

The elbow criterion is a heuristic that can be used to identify a reasonable number
of clusters [40]. It is based on the idea to plot the clustering cost function (the sum
of squared errors) or another variability measure, as a function of the number of
clusters. The optimal number of clusters is identified as the value corresponding to
the elbow of the curve. In turn this elbow is often identified via percentage change of
the derivative. The elbow criterion has been used to identify the number of clusters
when using k-means and k-medoids (see next paragraph).

2.2.3 K-medoids

The K-medoids is another clustering algorithm. It shares the same idea of k-means
but it has two main differences. First the cluster centres (the medoids) are actual
points, i.e. they are not calculated as means as in the case of k-means centroids.
Moreover, k-medoids is found to be often more resilient to outliers [41]. k-medoids
approximately minimises the same k-means cost but with the centers being restrained
to be samples. As in the case of k-means, it is possible to employ techniques such
as the elbow criterion to identify the optimal number of clusters. In this thesis, k-
medoids has been employed to group features in the attempt to increase the feature
selection stability as later described in section 3.4.7. In particular, the Pearson corre-
lation has been used as distance function to cluster features and to remove redun-
dancies before the supervised learning (and further feature selection) step.

2.2.4 Spectral clustering

Spectral clustering is another and rather powerful clustering technique. It can be
seen as generalisation of standard clustering methods that can be used even when
the clusters shapes are non-convex [23]. Given a set of data points x1, ..., xn and some
similarity sij ≥ 0 between the data points xi and xj, it is possible to represent these
similarities in form of a similarity graph G = (V, E) where the vertices vi represent
the data points which are connected if the similarity is positive or larger than some
threshold. It is thus possible to group the samples such that the edges between
different groups have low weight while the samples within the same group have
high weight [42]. The similarity measure can be expressed in different ways but the
two most popular ones are based on the RBF kernel and the K-nearest neighbours
graph. Given the similarity matrix, one can define the adjacency matrix W = {wij}
as the matrix of edge weights: if wij = 0, than the vertices vi and vj are not connected.
At the same time one can define the degree matrix D as a diagonal matrix with the
degrees on the diagonal. The degree of a vertex vi is defined as:

di =
n

∑
j=1

wij. (2.38)
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Given W and D one can define the graph Laplacian matrix as:

L = D − W. (2.39)

This is the key ingredient of spectral clustering. Indeed computing m eigenvectors
corresponding to the m smallest eigenvalues of L gives access to a usually well be-
haved space where performing a common clustering algorithm is particularly easy.
In a sense spectral clustering is more a projection method than a clustering method
per se. Indeed in this space, by using a clustering algorithm such as k-means, it
is possible to group the rows of the eigenvectors matrix and obtain a clustering on
the original samples. In spectral clustering one needs to select the type of similarity
graph and its related parameters (the k number of neighbours or the value of σ in
the kernel case), the number of eigenvectors to extract and more importantly, the
number of clusters.

2.2.4.1 Self-tuning spectral clustering

One way to address some of these issues of spectral clustering is to employ the so-
called self-tuning spectral clustering proposed in [43]. In this variation Authors pro-
pose to calculate a local scaling parameter σi for each sample si. Given the distance
between data points si and sj defined as d(si, sj)/σi and its converse d(sj, si)/σj, one
can define the affinity between two points as:

Âij = exp

(
−d2(si, sj)

σiσj

)
. (2.40)

In particular, by studying the local neighbourhood of point si one can define:

σi = d(si, sK) (2.41)

where sK is the K-th neighbourhood of point si typically set to K = 7 without further
model selection. Once the value of σ has been defined, it is also possible to iden-
tify the optimal number of clusters. This can be done by observing the structure of
eigenvectors. Given the matrix Z resulting by rotating the eigenvector matrix and
Mi = maxj Zij, one can define the following cost function:

J =
n

∑
i=1

C

∑
j=1

Z2
ij

M2
i

(2.42)

where C is the number of groups. By minimising (2.42) over all possible rotations,
one can automatically identify the number of clusters as the one associated with the
minimal cost.

In this thesis, spectral clustering and its self-tuning variant have been employed
to perform unsupervised analysis together with k-means.
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2.2.5 Principal path

The Principal Path (PP) is a novel learning approach inspired by the minimum free
energy path concept in statistical mechanics [22]. It can be considered a local version
of the principal curve, or an out-of-sample extension of Dijsktra shortest path with
a proper metric. It can be used to study the evolution of a phenomenon over a
manifold such as the one between healthy and sick patients. Given a starting and
an ending point it builds a morphing curve that connects the two objects. In order
to build the path, the algorithm tries to simultaneously get a smooth path and try
to maximize the probability of laying inside the high density regions of the data
distribution. Formally the principal path minimises the following functional:

min
W,u

N

∑
i=1

Nc

∑
j=1

∥ϕ(xi)− wj∥2δ(ui,j) + s
Nc

∑
i=0

∥wi+1 − wi∥2 (2.43)

where N is the number of samples, Nc is the number of waypoints (clusters), ϕ(·) :
Rd → Rd’ is the (possibly non linear) mapping of the d-dimensional input space, xi

is a sample of the N × d matrix X arranged in a row-wise fashion, wj is a waypoint of
the N × d′ matrix W arranged in row-wise fashion, and δ(ui, j) is the Kronecker delta
where ui are cluster memberships. This function represents a regularised version of
the k-means clustering algorithm, where the hyperparameter s regulates the trade-
off between smoothness and the data fitting of the generated path: the first and last
cluster/waypoint are kept fixed while the others are evolved according to the regu-
larisation term. The principal path has been successfully employed in many appli-
cations, starting from the study of free energy of a drug binding to a protein [44], the
study of the sentic paths between concepts [45], to the study of evolution of music
and visual art [46]. Fig.2.4 shows an example of the principal path first application
in understanding chemical processes (bound/unbound protein/ligand complex). In
this thesis, it has been used to investigate the progression of a disease. Given two
classes (e.g. healthy and diseased) the principal path tries to give a surrogate of the
time evolution of a disease trying to capture the changing between the two states.

2.3 Feature Selection Techniques

Feature selection is the process of identifying a subset of relevant features to be used
in the model prediction. Feature selection can improve the prediction performance
and more importantly enhance the model interpretability [47]. Some feature selec-
tion methods directly return a subset of the most important features (e.g. lasso)
while others simply identify a ranking among the features according to their predic-
tion relevance (e.g. random forest). Some machine learning methods can directly
perform feature selection: this is the case of lasso, elastic net and random forest. In
other cases, one can exploit other techniques in order to achieve similar results. In
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FIGURE 2.4: A principal path in red connecting a start and ending
point, a straight line in green and in blue the trivial connection of
clusters from k-means [44]. The red line tries to move following high

probability regions (and hence minimum free energy regions).

this section some of the feature selection methods employed in this thesis will be
described.

2.3.1 Recursive feature elimination

Recursive feature elimination (RFE) is a feature selection strategy that deletes the
worst-performing features of a particular model in a stepwise fashion [48]. The pro-
cess is executed recursively until the best subset of features is achieved. RFE works
following these steps:

1. Train a classifier.

2. Define a ranking for all the features (possibly taking into account the model
weights wi).

3. Remove the last ranked feature and restart from the first step.

In some cases it could be useful to remove more than one feature at a time in order
to improve the computational performance. Linear SVM is a perfect algorithm to
use in combination with this feature selection technique and has been employed in
this thesis in order to identify a feature subset whenever it was useful to reduce the
number of features.

2.3.2 Unsupervised feature selection

Here a simple approach that has been used in several activities in this thesis is re-
ported. When performing unsupervised analysis to identify unknown groups of
samples, one is able to subdivide data points according to their similarity. How-
ever, one typically does not know why the samples are similar and thus grouped
together as clustering does not contribute with an explanation. Since one of the aims



2.4. Pre-processing methods 23

of this thesis is to identify the most important features behind a classification rule,
one would like to do so even in the case of unsupervised learning. Here, one wants
to find alternative groups of samples and understand why they are formed, rather
than identifying the patients based on the already available labels (e.g. the patients
diagnosis). As a matter of fact, when implementing any of the clustering algorithms
already described, one can obtain a new labelling for the samples according to fact
they belong to a specific group. These new labels can be used with any classifica-
tion algorithm that can perform feature selection to identify which variables define
the samples grouping. More specifically, a classification tree has been employed
to classify the new clustering-induced classes and therefore identify the most rele-
vant features. Hence, the used classifier is only instrumental to the feature selection
activity as the classification accuracy of clusters is obviously high by construction.
This choice has been made due to the high interpretability of the decision tree re-
sult. Moreover, this approach also allows to identify the threshold values used for
the grouping process. These two aspects are of notable importance when dealing
with clinical scenarios where approaches based on thresholds are typically used in
diagnosis processes.

2.4 Pre-processing methods

Data pre-processing methods refer to all those techniques that can be implemented
before the actual analysis in order to make it possible or improve its performance. In
this section the pre-processing techniques employed in this thesis will be described.
These include the missing data handling and the manipulation of both continuous
and categorical features.

2.4.1 Imputation of missing values

In some cases, a data set may contain missing values and therefore some information
may not be available for all the samples. Most machine learning algorithms cannot
handle missing data and therefore it is necessary to pre-process the data to make it
readable by the algorithms. The simplest procedure to handle missing values is to
simply remove all the columns or rows in which the data are not present. Obviously,
this strategy is not always suggested since it may cause a huge loss of information
if the number of missing values is large. In order to avoid this, one can impute
the missing data and infer them using the other available information. This can be
done by employing different approaches such as replacing the empty values with
the mean, the median or the mode of each feature. In other cases the values can be
imputed as a function of the other features [49]. In this thesis, however, the number
of missing values (when present) was very large and data imputation techniques
could have introduced bias in the analysis [50], [51]. For this reason, all the missing
values have been removed from the data sets. Since the sample size was very limited
in the beginning, in order to preserve the maximum number of samples as possible,
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the features with a high number of missing values (e.g. 90%) have been removed as
a first step, afterwards only the samples with any missing values for the remaining
features have been dropped.

2.4.2 Features encoding

In many cases, not all the features are expressed as numeric values: this is the case
of categorical variables. Some algorithms, such as classification trees, can easily deal
with categorical features while others require that all the features are expressed as
numerical values. In order to convert the features to numerical values, a procedure
called one-hot encoding has been applied for all the analysis where categorical fea-
tures were present. One-hot encoding simply creates a binary column for each cat-
egory. Obviously, a feature with only two categories will be transformed to a single
binary feature where 0 and 1 represent the two classes. However, if the number of
categories is greater than two, a new number of variables will be created according
to the number of categories. On the other hand, if an ordinal relationship among the
classes exist, using one-hot encoding would not consider this order. Therefore, an
ordinal encoding should be implemented by transforming the original variable to a
numeric feature of integers (e.g. from 1 to the number of classes of the considered
feature).

2.4.3 Features scaling

Contrary to categorical features, continuous variables are totally readable by any
machine learning algorithm. However, in some cases it might be needed to trans-
form the original data in order to improve the models performance or simply reduce
the computing time (this is especially true when the input features are not expressed
in the same scale) [52]. In this thesis, all the features where scaled to make them lie
between zero and one by applying the following transformation:

Xsc =
X − Xmin

Xmax − Xmin
(2.44)

where X is the single feature, while Xmax and Xmin are the corresponding maximum
and minimum value of the considered feature.

2.5 Performance metrics

In this paragraph, the performance metrics employed to evaluate the results of the
analysis are described. These include those related to both classification and regres-
sion (for the progressive diagnosis case):

• Accuracy and balanced accuracy;

• ROC and AUC;
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• MSE and R2.

2.5.1 Accuracy and balanced accuracy

Accuracy is the easiest way to assess the performance of a classification algorithm.
It is calculated as the the proportion of number of correct predictions made by the
model [53]. Formally:

1
n

n

∑
i=1

I(yi ̸= ŷi) (2.45)

where ŷi is the predicted value of the outcome y and I(yi ̸= ŷi) is an indicator vari-
able. Accuracy values are always comprised in the range [0, 1] with 1 being the best.
Despite its popularity, accuracy measure is not very suited for unbalanced data sets.
In these cases, the algorithm could reach high value of accuracy even by classify-
ing all the samples as the majority class. To mitigate this issue, it is possible to
employ a slightly different measure which is the balanced accuracy. Both accuracy
and balanced accuracy can be used with binary or multiclass classification. Given
two classes, the "positive" (P) and the "negative" (N) ones, one can define the true
positive samples as the number of positive samples correctly identified as positive.
Therefore the true positive rate (TPR) can be calculated as:

TPR =
TP
P

(2.46)

which is also known as recall or sensitivity. In the same way, one can define the true
negative rate as (TNR):

TNR =
TN
N

(2.47)

which is also known as specificity. Given these values one can finally calculate the
balanced accuracy as:

BA =
TPR + TNR

2
=

Sensitivity + Speci f icity
2

. (2.48)

The balanced accuracy is more reliable in case of unbalanced data since it takes into
account the relative per class accuracy. For this reason it has been employed in com-
parison to accuracy when dealing with unbalanced data. By using the values of
TP, TN and the false positive samples (FP), other performances metrics can also be
calculated such as the precision and the F1 score:

Precision =
TP

TP + FP
(2.49)

F1 =
TP

TP + 1
2 (FP + FN)

= 2 · Precision · Recall
Precision + Recall

. (2.50)
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2.5.2 ROC and AUC

The Receiver Operating Characteristic (ROC) Curve is a graphical representation
used to evaluate the performance of a classification algorithm [54]. It is obtained
by plotting the false positive rate (FPR) against the true positive rate (TPR) at dif-
ferent thresholds of the classification function where the false positive rate can be
calculated as:

FPR = 1 − TNR = 1 − Speci f icity. (2.51)

Since each of these values can be in in the range [0, 1], the total area of the plot is
1.0. The plot can be divided in two equal parts by a diagonal line of equation y = x
representing the random guess: if the curve lies in the upper part of the plot, the
algorithm performs better than the random choice whilst it performs worse if it lies
under the diagonal line, therefore the point with coordinate (0, 1) represents the per-
fect classification. The curve is plotted by taking into consideration the probability
or score obtained as result of the classification which represents the degree a sample
belongs to a specific class. By setting a threshold it is possible to assign each sam-
ple to a binary class according to their score or probability value. For each possible
threshold it is thus possible to represent a point of the ROC curve given by the values
of FPR and TPR for that specific threshold. The ROC curve is therefore produced by
observing how these values vary according to different thresholds. Since the curve
itself is not an objective way to evaluate an algorithm (except in the extreme cases),
one can calculate the area under the curve (AUC) to have a clear number defining the
performance of the classifier [55]. The AUC can also be seen as the probability that
the algorithm will rank a randomly chosen positive instance higher than a randomly
chosen negative instance. Because the plot has an unit square area, a random guess
would produce an area of 0.5 while a perfect classifier will score an area of 1.0. The
use of AUC is also useful to compare different algorithms performances, and it is
more reliable to evaluate performances in those cases where simple accuracy might
give misleading results (e.g. with unbalanced data). The ROC curve and AUC have
been used in this thesis to evaluate the performances of many classifiers as well as
accuracy and the balanced accuracy.

2.5.3 MSE and R2

When it comes to regression tasks, accuracy and ROC curves cannot be used to eval-
uate the performance of the analysis since regression involve the use of continuous
values. Given the true value of the analysis yi and its associated predicted value ŷi,
one can define the mean squared error (MSE) as:

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2. (2.52)



2.6. Feature selection stability indices 27

The MSE will be small when the prediction is very close to the true value and it will
be higher when the prediction is less correct [53]. Since MSE is expressed in the unit
of the data, it is not always easy to interpret, especially when comparing different
models. Nevertheless, it is possible to calculate its normalised version known as
coefficient of determination or simply R2 which is defined as:

R2 = 1 − ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − ȳ)2 = 1 − RSS

TSS
=

ESS
TSS

(2.53)

where ȳ is defined as the sample average of y such that ȳ = 1
n ∑n

i=1 yi. The numerator
is also known as residual sum of squares (RSS) whose complement is the explained
sum of squares (ESS), and the denominator is the total sum of squares (TSS). R2

can thus be seen as the portion of variance explained by the model, and since it is
normalised its value belongs to the interval [0, 1] with 1 being the best possible value.
MSE and in particular R2 have been used to evaluate the performance of regression
algorithms when considering the continuous diagnosis case (see section 3.4.7).

2.6 Feature selection stability indices

The stability of feature selection can be defined as the sensitivity of selected fea-
tures to small perturbations in the training set [56]. In other words, if the features
are robust to changes, an algorithm would select them even if the underlying data is
slightly different. In order to understand the level of stability of an algorithm feature
selection, it is necessary to define an objective way to measure it. In recent years, dif-
ferent indices have been proposed in the literature as the stability of feature selection
for machine learning algorithm is still an open issue especially when working with
omics and biological data, particularly in the small sample regime. Here the high
redundancy and correlation between features can further increase the instability not
only between different models from different algorithms but also within the method
itself [57].

According to [58], given M subsets of features, each of size d, one can represent
them as a matrix Z of size M × d. It is thus possible to calculate the frequency p̂j of
each feature as the mean of the jth column of Z:

p̂j =
1
M

M

∑
i=1

zi,j (2.54)

This is the starting information to evaluate the stability of each feature subset by
using different stability measures which have been proposed in recent years. Some
of these are simpler than others, such as the Jaccard Index [58], while others are more
elaborate like the Adjusted Stability Measure [59] or the Sorensen-Dice Index [60].
Authors in [58] stated that there rare five desirable properties that a stability index
should satisfy in order to be considered reliable, but none of the cited indices satisfy
all of them simultaneously:
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• Strict monotonicity: The stability index should be a strictly decreasing function
of the sample variance of the variables.

• Fully defined: The stability index should be defined for any collection of feature
sets.

• Maximum stability: The stability index should reach its maximum value if and
only if all the feature sets are identical.

• Bounds: The stability index should have an upper and a lower bound not depen-
dent on the number of features.

• Correction by chance: The value of the stability index should be constant when-
ever the features have been drawn at random.

Nonetheless, the same Authors also proposed a new index satisfying all these
properties. Given a matrix Z of size M × d, the stability index can be expressed as:

Φ̂(Z) = 1 −
1
d ∑d

f=1 s2
f

k̄
d (1 −

k̄
d )

(2.55)

where s2
f =

M
M−1 p̂ f (1− p̂ f ) is the unbiased variance of feature f , k̄ = 1

M ∑M
i=1 ∑d

f=1 zi, f

is the average number of features selected within the M feature subsets.
This kind of index should be used for proper feature selection methods, i.e. meth-

ods returning a specific subset of features such as lasso or elastic net. This index can
also be used for other methods such as SVM and random forest, although it re-
quires setting a specific threshold to convert the ranking into a subset. Alternatively,
one can use the index reported in [61] which is specific for ranking feature selection
methods.

Given a matrix R of size M × d, where ri is the feature ranking on the ith subset,
the stability index can be defined as:

Φ̂(R) = 1 −
1
d ∑d

f=1 s2
f

Vr
(2.56)

where s2
f is the unbiased sample variance of the rank of the f th feature and Vr =

d2−1
12 .

However, one should consider that in presence of highly correlated or redun-
dant features (such as the case under consideration) these indices might underesti-
mate the stability. For this reason, an index taking into account this aspect has been
proposed [57]:

Φ̂C(Z) = 1 − tr(CS)
tr(CΣ0)

(2.57)

where S = ˆCov(Z f , Z f ′) = M
M−1 ( p̂ f , f ′ − p̂ f p̂ f ′), C is a matrix describing the feature

relationships, and Σ0 is a matrix normalising the measure. This index can be seen as
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a generalisation of (2.55): when the matrix C is equal to the identity matrix, the two
indices are the same.

Due to their properties and advantages, these indices have been employed when
analysing the Oxford Street II data set (see section 3.4.8). In particular, (2.55) has
been used for filter feature selection methods such as lasso and elastic net and (2.56)
has been used for ranking feature selection techniques (random forest and SVM).
Finally, (2.57) has been used for all the methods in order to take into account of the
effective stability (for ranking feature selection models one has to set a threshold to
convert the ranking into a subset).
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Chapter 3

Results

In this chapter, the analysis, the data sets employed and the related results will be
shown, as well as the methodological contributions produced. After describing the
approaches applied to clinical data sets and their related challenges, a more in-depth
analysis regarding an omics data set, where different issues will be addressed and
discussed, will be described. The considered data sets are the following:

• Clinical data sets:

– Dyslexia data set.

– Autism data set.

– Osteogenesis imperfecta I data set.

– Osteogenesis imperfecta II data set.

• Omics data set:

– Oxford Street II data set.

3.1 Dyslexia

Dyslexia is defined as a learning disability with neurobiological origin. It consists in
difficulties in word recognition and poor spelling and decoding abilities [62]. This
may lead to problems in reading comprehension, writing and spelling and can im-
pede the growth of vocabulary and background knowledge. This disorder affects
around 7% of school-aged children and it usually persists in adulthood affecting
career, academic performance and quality of life in general [63]. Learning is a com-
plex process, hence it is difficult to quantify and identify the associated disorders.
Learning difficulties may affect understanding, acquisition, retention and organisa-
tion of information, thus they can be diagnosed through IQ measures, assessments
of difficulties in reading, oral and written speech [64]. Reliable diagnoses can be
determined only behaviourally after some years of education: in this period, the
difference between normal cognitive and reading abilities is more observable. As al-
ternative, many researches leveraged the identification of biomarkers of dyslexia by
using functional (and non functional) magnetic resonance imaging (fMRI, MRI) [65].
Moreover, thanks to functional imaging, it is possible to analyse brain functions
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during the performance of cognitive tasks. When performing these tasks, specific
brain regions are activated, thus the changes in the neural activity can be measured
with fMRI or magnetoencephalography (MEG). Evidence has shown a failure of left
hemisphere posterior brain systems during reading in adult dyslexic readers [62].

Given the large number of factors related to the learning difficulties identifica-
tion, it is not trivial to provide a reliable diagnosis process. Therefore, it is possible to
implement an automatic way to provide diagnosis support by using machine learn-
ing techniques [64]. Different studies have been conducted in learning disabilities
areas by employing various techniques or involving diverse kinds of applications.

When it comes to the methodology, the algorithms employed vary from deci-
sion trees to SVMs or other custom algorithms specifically designed to deal with the
case under study [66]. The work in [67] made use of different classification algo-
rithms to predict reading disabilities on a data set of 356 first graders students with
AUC higher than 90% using SVM. In [64], Authors employed PCA and Self Organ-
ising Maps (SOM) to successfully identify learning difficulties on a sample of 134
children. Authors in [68] implemented a K-nearest neighbours classifier (KNN) to
classify children with no dyslexia and those who seem to be dyslexic in spelling and
reading by using 857 school children scores in different tests; they also validated the
results with a human domain expert. Other approaches involve the use of imag-
ing as in the case of [65] where SVM was employed to distinguish 21 subjects with
dyslexia from 21 subjects without dyslexia. Although the Authors did not achieve a
high value of accuracy, they concluded that not all dyslexia symptoms are present at
the same cortical level of organisation and thus that dyslexia is not a uniform syn-
drome. On the other hand, Authors in [63] were able to achieve higher accuracy
values with a linear support vector machine on MRI features related to a sample of
28 dyslexic children and 33 controls.

Here, the results of an analysis involving similar approaches as those shown in
the literature will be shown, highlighting different problems and issues related to
this application field.

3.1.1 The data set

The data set employed for this analysis was collected by Professor Stefano Vicari’s
research group at the Bambino Gesù Children’s Hospital in Rome, Italy. The data set
included 1321 patients affected by different kind of disorders such as language dis-
orders, intellectual and learning disabilities, and many others. Many possible diag-
noses such as intellectual disabilities, attention-deficit/hyperactive disorder (ADHD),
learning disorders including dyslexia, dyscalculia and dysgraphia are present for
each patient. On the other hand, the data set is composed of 256 features including
general information such as age, education level, familiarity with the disorder and
other more specific variables like IQ test scores, visual motor integration (VMI) test
results, Child Behavior Checklist (CBCL) results and other test scores.



3.1. Dyslexia 33

3.1.2 Results

The main goal of this analysis was to classify patients according to their diagnosis. In
order to do this, different classification algorithms have been employed. At the same
time an unsupervised approach has been implemented to identify possible alterna-
tive categories among patients. Despite the apparent wide dimensionality of the
data set, the data suffered of a very high incidence of missing values and many vari-
ables and/or subjects had to be dropped from the analysis. More specifically, the fea-
tures with more than 90% of missing values have been dropped, afterwards only the
samples with any missing values for the remaining features have been removed in
order to minimise the data loss in both terms of samples and variables. Nevertheless,
this drastically reduced the number of available samples and features consequen-
tially limiting many machine learning approaches such as the use of deep neural
networks. Due to the large amount of missing values, data imputation has not been
considered a safe choice since most of the samples would have got imputed values
adding a bias to the analysis. Therefore, the final data set only included 399 patients
and 12 variables. Fig. 3.1 shows the data set missing value distribution: from the plot
it is clear that most of the features are available for only few samples and they have
to be dropped in order to preserve the sample size. The features employed for the
analysis and their related type are reported in Table 3.1. Here, in addition to age, ed-
ucation level and intelligence quotient (IQ), the CBCL variables represent the scores
related to the Child Behavior Checklist which is a questionnaire used to asses be-
havioural and emotional problems in children and adolescents [69]. It includes dif-
ferent syndrome scales such as anxious_depressed (CBCL_Ansia/Dep), social prob-
lems (CBCL_soc), withdrawn_depressed (CBCL_Chius/Dep), somatic complaints
(CBCL_Lam somat) and thought problems (CBCL_Pr pens).

TABLE 3.1: List of features employed for the analysis on the dyslexia
data after removing those with too many missing values.

Dyslexia Data Features List
Feature Name Feature Description Feature Type

Age Patient age Continuous
Education level Patient education level Ordinal

IQ Patient intelligence quotient Continuous
CBCL_attiv CBCL - Activities Continuous
CBCL_soc CBCL - Social relations Continuous
CBCL_scol CBCL - School Continuous

CBCL_tot comp CBCL - Total competence Continuous
CBCL_Ansia/Dep CBCL - Anxious/depressed Continuous
CBCL_Chius/Dep CBCL - Withdrawn/depressed Continuous
CBCL_Lam somat CBCL - Somatic complaints Continuous

CBCL_Pr social CBCL - Social problems Continuous
CBCL_Pr pens CBCL - Thought problems Continuous
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FIGURE 3.1: Missing values distribution in the dyslexia data set.

As mentioned before, the data set includes many possible diagnosis types, how-
ever many of these have a very low frequency making a classification and train-
ing task very hard to be pursued. Additionally, the data set does not include con-
trol samples, thus a possible classification is even more difficult to perform. Given
the high number of classes available, and the poor multi-class classification perfor-
mances, one possible solution was to transform the multi-class classification prob-
lem into a binary task. In particular, the analysis was focused on the "easiest" class to
discriminate from the others, namely "profound intellectual disability", in order to
evaluate whether machine learning was able to solve this classification problem. In
this case the classes are unbalanced, therefore proper countermeasures were prop-
erly applied. Table 3.2 shows the results in terms of accuracy, balanced accuracy and
area under the ROC curve of the classification algorithms that have been employed
on the data set. These algorithms include SVM with both linear and RBF kernels,
random forest and elastic net. The data set was split in two parts: 75% was used as
training (299 samples) and the remaining 25% as test set (100 samples). Moreover,
for each method, model selection was performed by using a 3-fold cross-validation
on the training set in order to identify the best hyper-parameters. The algorithms
were implemented by using scikit-learn libraries [70] for the known models applied.
Furthermore, all the data was normalised in the range [0, 1]. A grid search approach
has been employed in order to find the best hyper-parameters for each model whose
values are shown in Table 3.3.

Even by adjusting for unbalanced classes and using balanced accuracy, the re-
sults are not reliable since the algorithms keep selecting the majority class. Fig. 3.2
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FIGURE 3.2: ROC curves for each of the classification algorithms em-
ployed for the analysis of dyslexia data.

shows the ROC curves and the related areas for the methods employed. By observ-
ing these results, one can hypothesize that there is a lack of correlation between the
diagnosis and the features collected by the physicians. Since the kind of diagnosis
is based on parameters and test results included in the data set, contrarily to what
it is observed a classification task should not be too hard. This may point out to
a possible weakness of the employed methods for this kind of data or the possible
existence of some form of incoherence inside the data set. This putative incoherence
may come from two sources. The first could be the incoherence among the labels
(different physicians give different diagnoses). This in turn might be due to the fact
that physicians do not simply rely on test and clinical information (reported in the
data set) to diagnose some disease or disturb but they also rely on their knowledge
and opinion that might not be the same of their colleagues. The second source of
incoherence, tightly related to the first one, may be the fact that the true decision
variables which lead to the diagnoses are not present in the data set, hence an AI
algorithm cannot work in this case. All these considerations might be the cause of
failure of the employed classification algorithms in predicting the labels.

TABLE 3.2: Supervised algorithms performances on dyslexia data.
The table shows the values of area under the ROC curves, accuracy

and balanced accuracy for each of the applied models.

Methods Test Accuracy Test Balanced Accuracy Test AUC
Elastic Net 0.91 0.50 0.50

Linear SVM 0.50 0.43 0.56
RBF-SVM 0.50 0.43 0.56

Random Forest 0.91 0.50 0.51
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TABLE 3.3: Supervised algorithms best hyper-parameters for
dyslexia data. The table shows the best hyper-parameters identified

by a grid search cross-validation for each model.

Elastic Net Linear SVM RBF-SVM Random Forest
C: 0.0001 C: 10 000 C: 10 000 No. of trees: 100

L1 ratio: 0.1 Gamma: 0.001 Split criterion: Entropy
Max depth: 3

Max features: Square root

Consequently, in order to identify possible new patterns other than those de-
scribed by the diagnosis, an unsupervised approach has been applied too. In this
case, the aim is to find groups of patients that are similar to each other according to
their clinical information. Before using a clustering algorithm, it is also possible to
observe the data distribution thanks to a dimensionality reduction algorithm such
as t-SNE. As shown in Fig. 3.3, one can see that the samples are mixed all together
without a clear distinction of possible clusters. The two labels in the plot (1 and 0)
correspond respectively to patients with profound intellectual disabilities and all the
others. Although no clear cluster shapes emerge from the plot, one can identify two
possible groups of patients by using the k-means algorithm. Fig. 3.4 shows the two
groups of patients identified by k-means. Using other clustering algorithms such
as the spectral clustering, the result remains similar, therefore there is no significant
margin between the clusters. A possible consecutive step is to identify which fea-
tures are responsible of this new labelling induced by the clustering. To do so, a
classification tree has been employed using the k-means groups as labels. A classifi-
cation tree has been used since one would like to have a clear rule describing which
features are involved in the task and for which label it is possible to classify the sam-
ples as described in section 2.3.2. However, since the clusters are not particularly
well separated, the resulting classification tree is not easy to interpret and it over-
fits the data. Fig. 3.5 clearly shows the complexity of the classification tree and how
much it tends to over-fit in the attempt to include each sample in a specific group.
When reading a classification tree output it is important to specify that whether the
condition in the node is true one has to consider the left branch of the tree. On the
other hand, if the condition is false, one has to follow the right branch. Even though
the tree does not generalise well, the most important variable defining the first split
is CBCL - anxious/depressed (CBCL_Ansia/Dep) with a threshold value of 64.5,
followed by other CBCL variables such as CBCL - social problems (CBCL_Pr social)
and CBCL - thought problems (CBCL_Pr pens.)

In conclusion, in this clinical data set (including the parameters employed by the
physicians) it is not possible to get reliable results through both supervised and un-
supervised methods to correlate with the diagnose. Supervised classification algo-
rithms fail to select the minority class with low balanced accuracy and AUC values.
At the same time, by using unsupervised learning it is not possible to identify clearly
distinct alternative groups of patients and by using a classification tree one cannot
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FIGURE 3.3: t-SNE two dimensional projection of dyslexia data. Ones
represent patients affected by profound intellectual disabilities while

zeros are all the others.
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FIGURE 3.4: t-SNE two dimensional projection of clustering on
dyslexia data. Zeros and ones represent the two clusters classes iden-

tified by k-means.

identify features that can describe the new groups accurately. These results suggest
that despite the promising performance that machine learning can achieve in identi-
fying learning disabilities diagnosis, the difficulties that may arise in practice are far
from trivial. The presence of many missing values, the degree of consistency in as-
signing the labels, and the presence or absence of clinical features, heavily affect the
classification performance leading to poor results that do not support the patients
stratification process beyond the healthy/diseased dichotomy.
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3.2 Autism

Autism spectrum disorder (ASD) is a neurodevelopmental disorder which includes
deficits in social communication and social interaction, characterised by repetitive
and restricted behaviours and interests. Due to this, children affected by ASD de-
velop difficulties in attention, social reciprocity and in the use of both verbal and
non-verbal communication. In the past, the Diagnositc and Statistical Manual of
Mental Disorders 4 (DSM-IV) written by the American Psychiatric Association, sub-
divided autism in four different categories namely: Asperger syndrome, autistic dis-
order, pervasive developmental disorder not otherwise specified (PDD-NOS) and
childhood disintegrative disorder (CDD). However, the Diagnostic and Statistical
Manual of Mental Disorders 5 (DSM-5) now unites all these categories into the autism
spectrum disorder [71]. ASD affects around 1% of the population, a number that is
increasing worldwide, with a 4 times larger prevalence in males than females and its
diagnosis is mainly established via clinical interviews and behaviour observations.

The symptoms of autism are easier to identify in children around 2-3 years old,
thus it is crucial to diagnose ASD as early as possible since this will lead to earlier
intervention. Currently, there are many different ways to identify ASD. Some of the
most employed clinical methods are the Autism Diagnostic Observation Schedule
(ADOS) and the Autism Diagnostic Interview-Revised (ADI-R). Many other screen-
ing tools are available as reported in [72], where 37 different methods are critically
analysed in order to suggest possible new research fields in the matter. These screen-
ing methods have been subdivided in three categories: for infants and children, ado-
lescents and adults, or hybrid, but none of these seem to perform completely well in
terms of the considered parameters. Despite these techniques are reliable and stan-
dardised diagnostic instruments, they have a major disadvantage: they require a lot
of time to be processed and to interpret the results [71].

Nonetheless, this kind of approach may cause wrong diagnosis, preventing the
possibility of intervention on children with ASD [73]. This leads to the need to de-
velop an objective way to diagnose ASD. In this context, artificial intelligence, ma-
chine learning and imaging techniques such as magnetic resonance imaging (MRI)
bring a great support as diagnostic tools for ASD. Moreover, the use of machine
learning can help reducing the diagnostic time allowing patients to receive earlier
intervention. Typically in these cases, the use of machine learning implies perform-
ing a classification between people affected by ASD and those who are not, while
also performing feature selection in order to identify and choose the most relevant
features for the classification process [71]. Many researches have been conducted in
this field aiming to support the ASD diagnosis process. The approaches employed
vary from the most simple ones to other more complex. For instance, Authors in [74]
used a simple logistic regression analysis to classify patients coming from two data
sets based on the autism quotient (AQ)-10 adult and AQ-10 adolescent screening
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methods. The analysis revealed some effective features related to screenings regard-
ing communication and social behaviour. On the other hand, more elaborated ap-
proaches involve the use of deep learning as in the case of [75] where a feed-forward
artificial neural network has been employed to limit the error-prone human inter-
pretation. Moreover, Authors in [76] were able to identify a subset of behavioural
features from the ADOS Module 4, allowing to reduce the amount of information
required for the analysis while achieving similar prediction performances. On the
other hand, despite the positive prediction results, Authors in [77] applied various
supervised learning classifiers to predict ASD showing that in most cases using the
available data is not enough to achieve perfect accuracy and thus more information
is needed to fill the gap between the algorithm and the clinicians opinion. Other
researches involve the use of new different ways to perform classification. For in-
stance, a technique called Rules-Machine Learning (RLM) has been proposed in [78].
This method allows automatic classification while identifying autism features and
being easily interpreted by all users including parents and teachers. The Authors
were able to achieve as high predictive accuracy as other well known techniques.

Moving away from typical clinical data, different family studies have shown that
genetic disorders are associated with ASD, pointing to the fact that genetic factors
play an important role in ASD etiology. Rather than employing clinical data, some
researches have been made on the prediction of autism risk genes. Authors in [79]
performed a binary classification of ASD risk genes by using brain developmental
gene expression data to extract long non-coding RNA (lncRNA) using Haar wavelet
transform (HWT) and the Bayes network classifier to test the model. On the other
hand, Authors in [80] made use of a machine learning approach to predict ASD
while identifying risk genes using features from spatiotemporal gene expression pat-
terns in human brain and other gene variation features. This allowed the Authors to
select genes with strong prior evidence as well as potential novel candidates.

Other approaches involve the use of imaging data such as those coming from
MRI, structural magnetic resonance imaging (sMRI) or functional magnetic reso-
nance imaging (fMRI). These techniques provide an objective measurement of the
brain morphology and activity, allowing to investigate the neurological underpin-
nings of ASD; these tools are essential for clinical diagnosis. Both fMRI and sMRI
data contain relevant information concerning biomarkers and features such as early
circumference enlargement and volume overgrowth of the brain. The autism predic-
tion can then being performed by using standard machine learning methods such as
SVM, random forest and gradient boosting machine, while others involve the use
deep learning methods like convolutional neural networks or autoeconoders [81].
These approaches are gaining more and more attention, achieving promising results
as stated in [82] where a meta-analysis involving sMRI subgroups have been per-
formed. Nonetheless, this kind of studies still have many limitations and challenges,
such as the limited amount of available data and the compliance requirements for
data collection, with a clear need for new studies on the matter [73], [82].
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Machine learning techniques have thus been widely used in ASD research, nev-
ertheless several issues still affect the reliability of the analysis such as limited sam-
ple size, improper sampling methods, feature redundancy and labels imbalance [71].
Some of these issues also affect the here proposed analyses as described in the fol-
lowing sections.

3.2.1 The data set

The data set employed for this analysis was collected by Professor Stefano Vicari’s
research group at the Bambino Gesù Children’s Hospital in Rome, Italy. This data
set is composed of 1386 samples and 724 features. The patients are labelled based
on various mental disorders such as autism spectrum disorder (ASD), Asperger syn-
drome, and other language and cognitive disorders. As in the case of the dyslexia
data set, there are no control samples, but only people affected by the disorders,
placing this work in a precision medicine regime. Each patient has been observed
at eight consecutive periods of time, ranging from T0 to T7 included. For each
period of time, various test scores and results have been collected including cog-
nitive tests, Kiddie Schedule for Affective Disorders and Schizophrenia (K-SADS)
results, Child Behaviour Checklist, primo vocabolario del bambino (child’s first vocab-
ulary (PVB) forms), Autism Diagnostic Observation Schedule (ADOS), and other
general information about the patients such as age, sex, parents and other relatives
information. For each period of time the diagnosis related to that time span is also
available. However, most of this data is not available for all the patients since only
few of them have information related to all the periods of time. In addition to this,
there are many other missing values even when considering the first period of time
(T0). As in the case of the dyslexia data set, the missing values imputation had to be
avoided in order to prevent the introduction of an arbitrary bias in the analysis.

3.2.2 Results

The first aim of this analysis was to limit the loss of data (the number of features and
samples) due to the missing values. In particular, firstly the features with over than
90% of missing values have been dropped and then the samples with any missing
values for the remaining features have been removed. Fig. 3.6 shows the data set
missing value distribution. As shown in the figure, the amount of missing values
is very high and it tends to increase by moving to the right side of the plot. In fact,
as the observation time increases from T0 to T7, the missing values increase as well.
Moreover, most of the information available at T>1 is not very useful for the analysis
since it is related to general patients characteristics such as age and education.

After having dealt with missing values, both supervised and unsupervised anal-
ysis have been performed on different subsets of the data set. For each analysis
the subset was split in two parts: 50% was used as training set and the remain-
ing 50% was used as test set. Given the reduced sample size, one wants to have
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FIGURE 3.6: Missing values distribution in the autism data set.

enough samples not only in the training set but also in the test set. Therefore an
increased test size has been chosen in comparison with the one selected in the pre-
vious section. A 3-fold cross-validation has also been applied on the training set for
hyper-parameters tuning using a grid search approach. All the tested models were
implemented through scikit-learn libraries [70]. All the data was normalised in the
range [0, 1] and all categorical variables were treated using one-hot encoding. Ac-
cording to the type of analysis different subsets of data were selected to maximise
the number of features/samples. The subsets were different from each other by the
number of features and samples. Five different subsets have been analysed:

• T0 data with T0 diagnosis as label.

• T0 data with T1 diagnosis as label.

• T0 data with T0 PVB form (child’s first vocabulary) as label.

• T0 data with T1 diagnosis as label (excluding cognitive test).

• T0 selected features with T1 diagnosis as label.

The list of features employed in the analysis after having removed the missing
values is reported in Table 3.4. The autism diagnostic interview (ADI) is an inter-
view, usually undertaken with the parents of the child, designed to get a information
about the functioning of the patients. The Autism Diagnostic Observation Schedule
(ADOS) is a standardized semi-structured observational play and activity assess-
ment of the child [83] while the parenting stress index (PSI) is a measure designed to
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TABLE 3.4: List of features employed for the analysis on the autism
data after removing those with too many missing values.

Autism Data Features List
Feature Name Feature Description Feature Type
Decimal Age Patient age Continuous

ADI_A Autism diagnostic interview - A Continuous
ADI_B Autism diagnostic interview - B Continuous
ADI_C Autism diagnostic interview - C Continuous
ADI_D Autism diagnostic interview - D Continuous

RICOVERO Patient hospitalisation Binary
ADOS_LING/COMUN ADOS - Language/communication Continuous

ADOS_INT.SOC. ADOS - Social interaction Continuous
ADOS_TOT ADOS - Total score Continuous

PSI_PD PSI - Parental distress Continuous
PSI_P-CDI PSI - Dysfunctional interaction Continuous

PSI_DC PSI - Difficult child Continuous
PSI_RISP.DIF PSI - Defensive responding Continuous
PSI_STRESST. PSI - Total stress Continuous
CBCL_TIPO CBCL scale Categorical

CBCL_INT.PROBL. CBCL - Internalising problems score Continuous
CBCL_EXT.PROBL. CBCL - Externalising problems score Continuous
CBCL_TOT.PROBL. CBCL - Total problems score Continuous

VABS_COMUN. VABS - Communication Continuous
VABS_AB.QUOT. VABS - Daily living Continuous

VABS_SOC. VABS - Socialisation Continuous
VABS_AB.MOT. VABS - Motor skills Continuous

QI/QS Intelligence / Strategic quotient Continuous
ADOS_MODULO ADOS module Categorical

TEST_COGNITIVO Cognitive test type Categorical

evaluate stress in parent-child relationships [84]. The Vineland Adaptive Behavior
Scale (VABS) is a semi-structured interview of the parent regarding different do-
mains namely communication (VABS_COMUN.), daily living (VABS_AB.QUOT.),
socialisation (VABS_SOC.) and motor skills (VABS_AB.MOT.) [85]. All these fea-
tures represent the score for each of test/interview and their related subcategories.
RICOVERO is a binary feature describing if the patient has been hospitalised or not,
CBCL is the Child Behavior Checklist already seen for the dyslexia data set and
ADOS MODULO is a categorical feature representing the module employed for the
ADOS. Finally the cognitive test (TEST_COGNITIVO) is a categorical feature stating
the kind of cognitive test performed.

3.2.2.1 T0 data with T0 diagnosis as label

The first subset of data included only samples at T0. After having removed all the
columns and/or patients with missing values, the subset includes 90 samples and
25 features (those reported in Table 3.4). This shows the first limitation of this data
set, that is the large number of missing values. As already discussed for the dyslexia
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case, this problem highly affects the analysis preventing the use of deep learning
methods as well as the reliability of the results. This recurrent issue is probably due
to the original size of the data set (in both terms of number of patients and time span
analysed) which may have caused different physicians to define the diagnosis and
filling the information about the patients.

The aim of the analysis performed on this first subset is to classify the patients
according to a binary label. A binary label has been used instead of the original
multi-label classification due to the large number of missing values and the presence
of few samples with specific rare disorders. Transforming the labels also reduced the
original imbalance among the classes. For this reason, the label 1 has been assigned
to patients affected by development disorder autism (DGS - disturbo generalizzato
dello sviluppo) and the label 0 to all the others. Despite having grouped the labels,
the two classes are still unbalanced with DSG having twice the number of the other
samples.

In order to classify patients according to their diagnosis group, SVM with both
linear and RBF kernels have been employed. These models have been chosen in or-
der to classify patients using both linear and non-linear approaches. Table 3.5 shows
the vales of AUC, accuracy and balanced accuracy for the two classifiers employed
in the analysis, while Fig. 3.7 shows the results related to the performance in terms
of ROC curve and AUC for the same models. The best parameters identified for
the two models are C=1 and C=100 and gamma=0.1 respectively. In both cases the C
parameter has been adjusted according to the class weight to take the data set imbal-
ance into consideration. As one can see, the models did not reach very high values
of accuracy or AUC, but considering the difficulty of the task these values are still
acceptable and the results might be useful in guiding the diagnosis process.

In addition to this supervised approach, the unsupervised method described
in section 2.3.2 has been applied to verify whether other groups of patients were
present and which features determine those groups. Fig. 3.8 clearly shows that while
the patients are all mixed together, independently of their diagnosis, the presence of
at least three different clusters is evident as shown in Fig. 3.9 where spectral cluster-
ing has been used to group the patients (in the original space). The number of clus-
ters used was three in order to avoid the identification of smaller and less relevant
groups. One also has to consider that the data representation in Fig. 3.9 is merely
a two-dimensional approximation made with t-SNE, hence the samples might be
closer in the original space where the actual spectral clustering was performed. The

TABLE 3.5: Linear and RBF SVM performances on the prediction of
T0 diagnosis with autism data. The table shows the values of area
under the ROC curves, accuracy and balanced accuracy for each of

the applied models.

Methods Test Accuracy Test Balanced Accuracy Test AUC
Linear SVM 0.69 0.65 0.69
RBF-SVM 0.62 0.58 0.69
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classification tree in Fig. 3.10 shows the rules according to which the groups are
formed. In particular, the values of the ADOS module employed (whether ADOS
MODULO is 1 or not), the kind of cognitive test (TEST COGNITIVO type 2 or not)
and VABS motor skills (VABS AB. MOT) all at T0 bring a different classification than
the original one. In spite of the results, further investigations are needed in order to
understand if these results might be useful in a real world clinical scenario.
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FIGURE 3.7: ROC curve for each of the classification algorithms em-
ployed for the prediction of T0 diagnosis with autism data.
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FIGURE 3.8: t-SNE two dimensional projection of autism data at T0.
Each label represents one of the possible available diagnosis for the

patients.
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FIGURE 3.9: t-SNE two dimensional projection of clustering on
autism data at T0. Zeros, ones and twos represent the three clusters

classes identified by spectral clustering.

gini = 0.0
samples = 7

value = [0, 7, 0]
class = 1

gini = 0.32
samples = 5

value = [0, 4, 1]
class = 1

gini = 0.0
samples = 18

value = [0, 0, 18]
class = 2

T0_ADOS_MODULO_2.0 <= 0.5
gini = 0.153

samples = 12
value = [0, 11, 1]

class = 1

gini = 0.0
samples = 54

value = [54, 0, 0]
class = 0

gini = 0.278
samples = 6

value = [0, 5, 1]
class = 1

T0_VABS_AB.MOT. <= 130.5
gini = 0.464

samples = 30
value = [0, 11, 19]

class = 2

T0_TEST_COGNITIVO_2.0 <= 0.5
gini = 0.183

samples = 60
value = [54, 5, 1]

class = 0

T0_ADOS_MODULO_1.0 <= 0.5
gini = 0.559

samples = 90
value = [54, 16, 20]

class = 0

FIGURE 3.10: Classification tree rules based on the labels induced by
spectral clustering algorithm on autism data at T0.
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3.2.2.2 T0 data with T1 diagnosis as label

A second analysis was done using the features related to T0 with the aim to predict
the diagnosis at time T1. The idea was to predict what would have been the diagno-
sis according to some information related to the previous time window. Since only
the patients with available data at T1 were considered, the number of missing val-
ues increased as stated before. As a result, in this case the data set is composed of 55
patients and 25 features (the list is reported in Table 3.4). As in the previous section,
the diagnosis types were grouped to convert the multi-class problem to a binary one.
The same approach was also applied but in this case the results were better, showing
that information at time T0 can better predict the diagnosis at T1 in comparison with
T0 as shown in Fig. 3.11 and Table 3.6. In this case, the best hyper-parameters iden-
tified by cross-validation were C=1 for the linear case, while C=1 and gamma=0.01
were used for the RBF kernel. In both cases the C parameter has been adjusted ac-
cording to the class weight. When it comes to the unsupervised analysis, even if
the patients are different than before, three clusters are still visible by using k-means
algorithm as shown in Fig. 3.12, while the rules describing these groups depends on
the ADOS module (ADOS MODULO = 1 or not) and VABS socialisation score (VABS
SOC.) as described in the classification tree shown in Fig. 3.13.
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FIGURE 3.11: ROC curve for each of the classification algorithms em-
ployed for the prediction of T1 diagnosis with T0 autism data.

TABLE 3.6: Linear and RBF SVM performances on the prediction of
T1 diagnosis with T0 autism data. The table shows the values of area
under the ROC curves, accuracy and balanced accuracy for each of

the applied models.

Methods Test Accuracy Test Balanced Accuracy Test AUC
Linear SVM 0.71 0.73 0.86
RBF-SVM 0.68 0.73 0.88
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FIGURE 3.12: t-SNE two dimensional projection of autism data at T0
with T1 diagnosis. Zeros, ones and twos represent the three clusters

classes identified by k-means.
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gini = 0.385
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value = [4, 9, 42]
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FIGURE 3.13: Classification tree rules based on the labels induced by
k-means clustering algorithm on autism data at T0 with T1 diagnosis.
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3.2.2.3 T0 data with T0 PVB form as label

The third analysis involved the use of a different variable as label: instead of using
the original diagnosis information, one of the features has been used. In particular
the PVB form (child’s first vocabulary) was chosen. This feature can assume 4 differ-
ent values: gestures and words - short form, gestures and words - long form, words
and sentences - short form and words and sentences - long form. These values have
been converted to binary and two different labelling have been used: short forms
versus long forms and gestures and words versus words and sentences. In this case,
the samples without missing values were even less, therefore a combination of 42
patients and 25 features (as reported in Table 3.4) were used (decreasing the number
of features did not give any significant improvement). As shown in Fig. 3.14 and
Fig. 3.15 the data allow to better predict gestures vs words form rather then short
vs long forms. The best hyper-parameters identified by cross-validation for the two
analyses are reported in Table 3.7.
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FIGURE 3.14: ROC curve for each of the classification algorithms em-
ployed for the prediction of the PVB form (short vs long) with autism

data.

TABLE 3.7: Supervised algorithms best hyper-parameters for predic-
tion of PVB forms on autism data. The table shows the best hyper-
parameters identified by a grid search cross-validation for the applied

models and the related PVB form prediction.

Short vs Long Gestures vs Words
Linear SVM RBF-SVM Linear SVM RBF-SVM

C: 1 C: 100 C: 1 C: 10
Balanced weights Gamma: 0.001 Balanced weights Gamma: 0.1

Balanced weights Balanced weights
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FIGURE 3.15: ROC curve for each of the classification algorithms em-
ployed for the prediction of the PVB form (gestures vs words) with

autism data.

When it comes to the unsupervised analysis, there are no clusters clearly visible
as shown in Fig. 3.16, however by using the spectral clustering algorithm one can
identify two clusters (see Fig. 3.17). The rules describing this new classification are
shown in the classification tree in Fig. 3.18: ADOS total score (ADOS TOT) and VABS
communication (VABS COMUN.) define the two groups of patients.
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FIGURE 3.16: t-SNE two dimensional projection of autism data (PVB
form). Each label represents one of the PVB forms: gestures and
words (short form), gestures and words (long form), words and sen-
tences (short form) and words and sentences (long form) respectively.
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FIGURE 3.17: t-SNE two dimensional projection of clustering on
autism data (PVB form). Zeros and ones represent the two clusters

classes identified by spectral clustering.
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FIGURE 3.18: Classification tree rules based on the labels induced by
spectral clustering algorithm on autism data (PVB form).
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3.2.2.4 T0 data with T1 diagnosis as label (excluding cognitive test)

The forth analysis involved the prediction of T1 diagnosis using T0 features as in the
first subset. However, in this case the feature related to the cognitive test result has
been excluded. This decision has been made under the suggestion of the clinicians
involved in the analysis since the results of the test might bias the diagnosis in a
relevant way. The data set is thus composed of 55 patients and 24 features (as in
Table 3.4) and the two classes (DGS form versus all the others) are unbalanced. As
shown in Fig. 3.19, even after removing cognitive test as feature, both linear and RBF
SVM kept their prediction performances high. The final hyper-parameters identified
by a grid-search cross-validation are shown in Table 3.8

In this case one can also go further by trying to identify the most relevant features
for the described classification. In order to do this and thus obtaining some feature
importance, recursive feature elimination with a linear SVM and random forest were
exploited: their area under the ROC curve are also shown in Fig. 3.19. On the other
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FIGURE 3.19: ROC curve for each of the classification algorithms em-
ployed for the prediction of T1 diagnosis with T0 autism data exclud-

ing cognitive test.

TABLE 3.8: Supervised algorithms best hyper-parameters for autism
data without cognitive test. The table shows the best hyper-
parameters identified by a grid search cross-validation for each of the

applied models.

Linear SVM RBF-SVM SVM-RFE Random Forest
C: 1 C: 10 C: 1 No. of trees: 400

Balanced wgt. Gamma: 0.01 No. of features: 10 Split criterion: Entropy
Balanced wgt. Balanced wgt. Max depth: 3

Step: 1 Max features: Sq. root
Min samples leaf: 4
Min samples split: 2
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hand, Fig. 3.20 and Fig. 3.21 show the lists of the ten most important features for
the two methods employed. As one can see, there are seven out of ten common
features and the most important ones are three ADOS tests (ADOS TOT., ADOS
LING. COMUN and ADOS INT. SOC.) and ADI A (in different order, according to
the classification method).
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FIGURE 3.20: List of the ten most important features according to
RFE with linear SVM in descending order for the prediction of T1

diagnosis with T0 autism data excluding cognitive test.
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FIGURE 3.21: List of the ten most important features according to
random forest in descending order for the prediction of T1 diagnosis

with T0 autism data excluding cognitive test.
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3.2.2.5 T0 selected features with T1 diagnosis as label

The final analysis involving this data set has been performed once again following
the suggestions of the clinicians involved in the project. In order to avoid a bias
classification due to some of the features incorporated into the data set, the same
analysis was performed by using only few specific features namely: QI/QS, ADOS
TOT., VABS COMUN., VABS AB. QUOT., VABS SOC. and VABS AB. MOT. These
features represent some test results such as the intelligent quotients, the total score
of the Autism Diagnostic Observation Schedule (ADOS TOT.) and the four Vineland
Adaptive Behavior Scales related to communication, daily living, socialisation and
motor skills respectively. In this case, with only six features and few missing val-
ues, the data set is composed of 241 samples. Despite of the increased sample size,
the two classes (DGS Autism vs all the others) are still unbalanced and thus the
SVM functional was corrected according to the classes size. Fig. 3.22 and Table 3.9
show the performance of linear and RBF SVM employed on the analysis.cIn this
case the performance are lower than before pointing to a lower prediction ability of
the selected features. The best hyper-parameters identified by a grid-search cross-
validation were C=10 for linear SVM and C=10 and gamma=1 for the RBF model.
Finally, having only six available features, it was not necessary to perform a proper
feature selection as in the previous analysis, thus only the prediction capabilities of
the selected features were verified.
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FIGURE 3.22: ROC curve for each of the classification algorithms em-
ployed for the prediction of T1 diagnosis with autism selected fea-

tures at time T0.
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TABLE 3.9: Linear and RBF SVM performances on the prediction of
T1 diagnosis using autism selected features at time T0. The table
shows the values of area under the ROC curves, accuracy and bal-

anced accuracy for each of the applied models.

Methods Test Accuracy Test Balanced Accuracy Test AUC
Linear SVM 0.69 0.69 0.78
RBF-SVM 0.72 0.70 0.77

In conclusion, in all the subsets of data considered, good accuracy values were
achieved especially when considering the prediction of T1 diagnosis. At the same
time, using a clustering algorithm combined with a classification tree, it was possible
to identify the features determining the groups and possibly support the diagnosis
process. However, in all the cases the number of available samples was very limited
hence increasing the sample size would be useful to improve the reliability of the
results.

3.3 Osteogenesis imperfecta

Osteogenesis imperfecta (OI), also known as "brittle bone disease", is a rare genetic
disease characterised by many symptoms including some of the features of osteo-
porosis causing increased bone fragility and other issues such as low bone mass, con-
nective tissue manifestations, and other extraskeletal manifestations. These might
include dentinogenesis imperfecta, hyperlaxity of skin and ligaments, blue sclera,
wormian bones and impaired hearing [86]. These symptoms are typically used to
diagnose the disease, with particular attention to the presence of blue sclera and
dentinogenesis imperfecta, nonetheless some limitations are present and other infor-
mation is needed in order to correctly identify the disorder. In most cases, people af-
fected by osteogenesis imperfecta also have a mutation in one of the genes encoding
the α chains of collagen type 1, namely COL1A1 and COL1A2 respectively located
on chromosome 17 and 7. Analysis about the mutation of these two genes can thus
be performed in order to provide useful information for the diagnosis process. In
other cases, OI is easy to detect due to the presence of affected family members [87].

Osteogenesis imperfecta may have different degrees of severity, from lethal peri-
natal intrauterine fractures to mild forms without fractures. Originally four different
types of osteogenesis were defined [86]:

• Type I: it is the most common one. It is characterised by mild disease without
major bone deformities and blue sclera.

• Type II: it is characterised by respiratory failure due to multiple rib fractures and
it is lethal in perinatal period.

• Type III: patients are very short in stature with severe spine deformities and frac-
tures. Sclera is less blue and more greyish.
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• Type IV: it is characterised by normal sclera and mild to moderate bone deformi-
ties and short stature. It can be seen as an intermediate severity between type
I and III.

However, in recent years additional types of OI were introduced with the aim to
fill the gaps between the four original categories and trying to separate the original
types according to the levels of clinical entries described above. Three more have
been added in 2004 [87] and later, with the discovery of OI genetic determinant the
categories were extended to fifteen. While the first four categories were established
on radiological and clinical information about the disorder, the categories from V to
XV were defined on the basis of molecular biomarkers. The original classification
has then increased to twenty different type of osteogenesis [88]. Due to the large
number of possible classifications and the resulting difficulty in clinical practice, the
original four types of osteogenesis are still used in practice, especially because they
are the most common ones.

In order to improve and support the diagnosis process, one can ideally rely on
the use of objective ways to detect OI, as in the case of many other diseases or dis-
orders. Nonetheless, there is a limited amount of works in literature regarding the
use of machine learning or artificial intelligence to help detecting osteogenesis im-
perfecta. One of the first work published in this matter is about the use of structural
models and machine learning in order to predict the mutated sequences associated
with osteogenesis imperfecta [89]. By applying a high throughput mutation analysis
using molecular dynamics, Authors were able to identify some structural interac-
tions associated with the disease. On the other hand, other works did not make
use of clinical and/or genetic information but used images instead. Authors in [90]
performed a classification using the images of 40 bone fragments from 28 patients
where 13 were affected by OI and 15 were healthy controls. By using machine learn-
ing and in particular the SVM classifier, they were able to classify the subjects with
an AUC of 0.96. Moreover, Authors in [91] performed an analysis on a total of 306
subjects of which 173 were affected by OI and 133 were the controls with the aim to
use facial features to detect OI. By using a PCAlog model on the patients face im-
ages the Authors were able to identify specific morphological features (at the level
of temples and eyes) which can help to distinguish cases from controls. The patients
were affected by OI types I, III and IV and the analysis also confirmed that subjects
affected by OI type III present the most severe facial characteristics.

Due to the large number of OI types and the difficulties that may arise from this
issue, by analysing a data set of patients affected by different forms of OI one can
aim at possibly identifying new alternative ways to devise the diagnosis, reduce the
number of available types and thus reduce the issues that may be due to misdiag-
nosis. This study involved the use of two different OI data sets whose results are
discussed in the following sections.
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TABLE 3.10: List of features employed for the analysis on the osteo-
genesis imperfecta data.

Osteogenesis Imperfecta Data Features List
Feature Name Feature Description Feature Type

Age Patient age Continuous
Child/Adult Patient age (category) Binary

Gender Patient gender Binary
Proband Patient proband Binary

Family History Familiarity with OI Binary
Height Patient height Continuous

Height Percentile Patient percentile height Categorical
Sclera Coloured sclera Binary

Dentinogenesis Imperfecta Dentinogenesis imperfecta diagnosis Binary
Joint Hyperlaxity Joint hyperlaxity diagnosis Binary
Spine Deformity Spinal column deformity diagnosis Binary

Long Bones Deformity Long bones deformity diagnosis Binary
Deafness Deafness diagnosis Binary

Cardiac Lesion Cardiac lesion diagnosis Binary
Movement Disorder Movement disorder diagnosis Categorical

COL Mutation COL gene mutation Binary
Gene Involved Gene involved Categorical
Mutation Type Causative mutation type Binary

Struttura Mutation site Categorical

3.3.1 The data set I

This data set is about patients affected by OI disease from the Dr. Luca Sangiorgi’s
group at CLIBI laboratory of the Istituto Ortopedico Rizzoli (Rizzoli Orthopaedic
Institute) in Bologna, Italy. It includes 489 patients of different ages from newborn
children to older people. For each patient a total of 22 features is available. The list of
available features and their type is reported in Table 3.10. These features include gen-
eral information about the patients such as their gender, age and family history, as
well as clinical information related to the disease such as the coloured sclera, height,
number of fractures and genetic information related to the mutated gene/genes and
their mutation type. Due to the nature of this information, most of the features are
categorical or binary while the continuous ones are only two (age and height). As
the other clinical data sets considered before, this bears a major drawback: being
the data related to a very rare disease, the number of missing values is very large,
especially considering that in some cases the data is related to patients born dead
for whom it was not possible to get much information. In other cases, not all the
patients agreed to their genes sequencing, thus this kind of information is missing
in those cases. For each patient a diagnosis label is present. This label describes one
of the five possible type of OI collected in the database (the four original classes plus
undifferentiated). As in the former analysis, no control patients are present and thus
all the patients are affected by the disease.

Due to the particular clinical interest in this disease, four different subsets have



58 Chapter 3. Results

been created in order to better identify relevant information about the diagnosis
process:

• Whole data set.

• All patients with some features excluded.

• 18-50 years old patients only.

• 18-50 years old patients only with some features excluded.

These different analyses have been performed in order to evaluate all the pos-
sible cases. In particular, there are some features such as the number of fractures,
which bring trivial information about the disease. One way to identify other rel-
evant features is thus to drop these features completely from the analysis. At the
same time, since the more clinically interesting cases are related to adults, the other
analysis included only patients with age between 18 and 50 years. For each analy-
sis, all the data was normalised in the range [0, 1] and all categorical variables were
treated using one-hot encoding. Scikit-learn [70] library has been used to implement
the known machine learning algorithms.

3.3.2 Results I

3.3.2.1 Whole data set

In this first analysis all the patients and all the features have been considered. The
starting size of the data set is 489 patients and 22 features, however, due to the many
missing values, the effective size of the subset is 65 patients and 17 features. Fig 3.23
shows the data set missing values distribution.

As in the previous cases, some variables have been dropped because they had
too many missing entries, after that only the patients without missing values in the
remaining features have been removed. After performing data pre-processing, an
unsupervised analysis combined with a classification tree was performed, as pre-
viously described in section 2.3.2. As shown in Fig. 3.24, the only classes present
after removing all the missing values are osteogenesis types 1, 3 and 4. In particu-
lar there is only one sample corresponding to osteogenesis type 3, while type 4 has
fewer samples than type 1. All the samples distribution appears uniform, with no
clear distinction: by using k-means clustering one can isolate the two clusters as in
Fig. 3.25, while the classification tree shown in Fig. 3.26 shows the rules according to
which the two clusters are formed. In this case, since no cluster was clearly evident,
the samples are merely grouped according to their age and height, thus no relevant
information has been extracted since a trivial classification has been performed with
the tree probably overfitting the data.
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FIGURE 3.23: Missing values distribution in the osteogenesis imper-
fecta data set.
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moving all the missing values.
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FIGURE 3.25: t-SNE two dimensional projection of clustering on os-
teogenesis data. Zeros and ones represent the two clusters classes

identified by k-means.
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Age <= 18.0
gini = 0.494

samples = 63
value = [35, 28]

class = 0

FIGURE 3.26: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis data.
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3.3.2.2 All patients with some features excluded

The second analysis involved the use of the same data set as before, however three
features have been excluded namely the number of fractures, BMD (bone mineral
density) spine and anti-fractures drugs. According to clinicians, these features might
bring misleading results and trying to cluster patients without them might show
more interesting results. However, one has to consider that two of these features
(BMD spine and anti-fractures drugs) would have been dropped anyway due to the
large number of missing values. The subset was originally composed of 489 patients
and 21 features, but due to the large number of missing values it only includes 64
samples and 16 features, i.e. the data set is the same as in the previous section apart
from the number of fractures that has been removed. Since the data was not much
different, the results are also pretty similar to those shown in the previous section.
As one can see from Fig. 3.27 the data distribution did not change very much and k-
means clustering identified two clusters (see Fig. 3.28) defined by the the age of the
patients, i.e. if they are over or under 18 years old, as described by the classification
tree reported in Fig. 3.29.
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FIGURE 3.27: t-SNE two dimensional projection of osteogenesis data
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type diagnosis after removing all the missing values.
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FIGURE 3.28: t-SNE two dimensional projection of clustering on os-
teogenesis data with selected features. Zeros and ones represent the

two clusters classes identified by k-means.
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FIGURE 3.29: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis data with selected features.
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3.3.2.3 18-50 years old patients only

According to clinicians suggestions, it might be interesting to observe osteogenesis
data in adults patients only, in order to exclude rare cases such as the born dead
children. By limiting the data to patients in age between 18 and 50 years, the subset
of data is composed by 199 patients and 24 features. However, exactly as before,
the number of missing values is very large and the data set only includes 51 obser-
vations and 15 variables, practically. These numbers also confirm that the majority
of missing values come from children data. From the previous sections it has been
shown that age is a confounding factor since it trivially causes the formation of clus-
ters. In this case, adults only are considered thus a classification according to the
age of majority should be avoided. Fig. 3.30 shows the two-dimensional samples
distribution: here the samples seem to be more separated than before. Spectral clus-
tering shown in Fig. 3.31 confirms this result by identifying two different groups of
patients. As before, a classification tree has been employed to select the features de-
scribing this pattern. As shown in Fig. 3.32, age has disappeared from the selected
features while genetic information acquired more relevance. The first split is deter-
mined by the mutation type (whether it is qualitative or quantitative) while the other
splits are made according to the involved gene (COL1A1 or COL1A2) and the fam-
ily history with osteogenesis. Although these new rules might not be useful from
a clinical point of view, they show that genetic information is somehow relevant in
identifying osteogenesis subgroups.
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FIGURE 3.31: t-SNE two dimensional projection of clustering on os-
teogenesis adults data. Zeros and ones represent the two clusters

classes identified by k-means.
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FIGURE 3.32: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis adults data.
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3.3.2.4 18-50 years old patients only with some features excluded

The final analysis involving the osteogenesis data has been performed by using the
adults data as in section 3.3.2.3 while keeping the same features as in section 3.3.2.2.
As before, a major change from the previous analysis was not expected since the only
difference is the absence of the number of fractures. As one can see from Fig. 3.33,
the data distribution is mostly identical to the one shown in section 3.3.2.3 and two
clusters have been identified once again by using spectral clustering (see Fig. 3.34).
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FIGURE 3.33: t-SNE two dimensional projection of osteogenesis
adults data with selected features. Each label represents one of the

osteogenesis type diagnosis after removing all the missing values.
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FIGURE 3.34: t-SNE two dimensional projection of clustering on os-
teogenesis adults data with selected features. Zeros and ones repre-

sent the two clusters classes identified by k-means.
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FIGURE 3.35: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis adults data with selected features.

Finally, the classification tree reported in Fig. 3.35 shows the features classifying
the two groups: mutation type and family history are still relevant but in this case
age substituted the type of gene involved in the mutation.

3.3.3 The data set II

As described in sections 3.3.1 and 3.3.2, the main disadvantage of the osteogenesis
project was the large number of missing values which highly limited the possible
analyses. After few years from the first version of the data set, the Istituto Orto-
pedico Rizzoli was able to collect more data and acquire more clinical and genetic
information about the patients as well as an increased sample size. Therefore, this
second version of the data set now includes more patients and more features for a
total of 686 samples and 69 features. The features list, their description and their
type are shown in Table 3.11. The patients are classified according to six possible
labels: numbers from 1 to 5 (included) represent one of the five possible types of OI.
On the other hand, class 0 represents all those patients affected by OI whose specific
type has not been specified. Moreover, due to its peculiar characteristic (perinatal
death), type II of OI has been excluded from this analysis. As before, four different
subsets have been created:

• Selection 1: Whole data set.

• Selection 2: Patients with positive COL1 gene mutation.

• Selection 3: Adults.

• Selection 4: Children.
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TABLE 3.11: List of features employed for the analysis on the osteo-
genesis imperfecta data (second version).

Osteogenesis Imperfecta Data II Features List
Feature Name Feature Description Feature Type

Familiarity Familiarity with OI Categorical
Gender Patient gender Binary

Age Age at time of visit Continuous
Height Z Height Z score Continuous
Weight Z Weight Z score Continuous

BMI Z BMI Z score Continuous
Def lim 1 Head deformity or limitations Ordinal
Def lim 2 Arms deformity or limitations Ordinal
Def lim 3 Legs deformity or limitations Ordinal
Def lim 4 Trunk deformity or limitations Ordinal
Def lim 5 Pelvis deformity or limitations Ordinal

Skin Skin abnormality diagnosis Binary
Joint hyperlaxity Joint hyperlaxity diagnosis Binary
Spine Deformity Spinal column deformity Categorical

Bone density Bone density abnormality diagnosis Binary
Deafness Deafness diagnosis Binary

Valv Valvular heart disease diagnosis Binary
Facial Facial dysmorphic feature diagnosis Binary
Sclera Sclera colour Categorical

Wormian Wormian bones diagnosis Binary
Dent Dentinogenesis imperfecta Binary
Vert Vertebral collapse diagnosis Binary

Fractures No. of fractures Ordinal
Mutation Gene CL Causative mutation Categorical

Mutation Type Causative mutation type Categorical
Mutation Sede Mutation site Categorical
Mutation effect Protein mutation effect Categorical
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3.3.4 Results II

For each subset the aim was to identify clusters of patients in order to define possible
alternative classifications. Under the clinicians suggestion, mutation type, mutation
sede and mutation effect features have been used only in the second subset (COL1
positive).

3.3.4.1 Selection 1 (whole data set)

The first subset includes 329 patients and 24 out of the 27 features shown in Ta-
ble 3.11. Fig. 3.36 shows the missing values distribution for this data set: one can ob-
serve that most of the missing values are concentrated in specific features including
weight, height and BMI. Following the clinicians advice, being these features consid-
ered highly important in distinguishing the different OI types, these have been kept
by dropping the patients instead. Of the remaining samples, only two are affected
by OI type V, as shown in Fig. 3.37.

As in the first version of the data set, the samples seem to be mixed together with
no clear separation. Therefore, the same unsupervised strategy has been adopted
as before: k-means was used to group patients and then a classification tree was
employed to identify which features determine the clusters. Fig. 3.38 shows the
three clusters identified by k-means. In this case, however, the classification tree is
not very useful since it is very complex and tends to overfit the data. As shown in
Fig. 3.39, the main variable determining the first split is spine deformity, followed
by two genetics features (familiarity with OI and mutation gene CL).
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FIGURE 3.36: Missing values distribution in the osteogenesis imper-
fecta data set (second version).
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FIGURE 3.37: t-SNE two dimensional projection of osteogenesis data
II (selection 1). Each number represents one of the possible types of

OI.
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FIGURE 3.38: t-SNE two dimensional projection of clustering on os-
teogenesis data II (selection 1). Zero, one and two represent the three

clusters classes identified by k-means.
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3.3.4.2 Selection 2 (COL1 positive patients)

This second subset includes only patients with positive COL1 gene mutation. In this
case the samples size is reduced to 326 while all the features shown in in Table 3.11
were considered. Here, the samples are still mixed together but two clusters clearly
emerge from the t-SNE two-dimensional projection (see Fig. 3.40). The two clusters
identified by k-means (Fig. 3.41) are explained by the categorical variable mutation
effect. In this case the zeros cluster is defined by the patients with a causative qual-
itative mutation effect on the protein (mut effect ≤ 1.5), while ones are those with a
quantitative (mut effect > 1.5) mutation effect (see Fig. 3.42).
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FIGURE 3.40: t-SNE two dimensional projection of osteogenesis data
II (selection 2). Each number represents one of the OI types.
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FIGURE 3.41: t-SNE two dimensional projection of clustering on os-
teogenesis data II (selection 2). Zeros and ones represent the two clus-

ters classes identified by k-means.
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gini = 0.0
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FIGURE 3.42: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis data II (selection 2).

3.3.4.3 Selection 3 (adults)

Given possible differences in diagnosis aspects between children and adults, one
can analyse these two categories separately. When considering adults, only patients
older than 18 have been included and the number of samples was 210 with 24 fea-
tures. In this case, from t-SNE projection it is possible to clearly visualise three dif-
ferent clusters (Fig. 3.43). As before, using k-means one is able to group patients
(Fig. 3.44) according to the rule described by the classification tree (Fig. 3.45). Here,
cluster zero includes patients with trunk limitations or deformities (def_lim_4 > 1.5),
cluster 1 includes patients with no trunk deformities or limitations (def_lim_4 ≤ 1.5)
and with a familiarity with OI (family > 1.5), while cluster two is composed of pa-
tients with no trunk deformities or limitations (def_lim_4 ≤ 1.5) and without famil-
iarity with OI (family ≤ 1.5).
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FIGURE 3.43: t-SNE two dimensional projection of osteogenesis data
II (selection 3). Each number represents one of the possible types of

OI.
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FIGURE 3.44: t-SNE two dimensional projection of clustering on os-
teogenesis data II (selection 3). Zero, one and two represent the three

clusters classes identified by k-means.

gini = 0.0
samples = 32

value = [0, 0, 32]
class = 2

gini = 0.0
samples = 51

value = [0, 51, 0]
class = 1

family <= 1.5
gini = 0.474

samples = 83
value = [0, 51, 32]

class = 1

gini = 0.0
samples = 127

value = [127, 0, 0]
class = 0

def_lim_4 <= 1.5
gini = 0.552

samples = 210
value = [127, 51, 32]

class = 0

FIGURE 3.45: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis data II (selection 3).

3.3.4.4 Selection 4 (children)

The last analysed subset includes children only (age less than 18 years) with a sample
size of 233 and 24 features. In this case the t-SNE plot (Fig. 3.46) does not show a
clear separation as in the previous cases. By using k-means and a classification tree it
was possible to identify two clusters (Fig. 3.48): the classification is less simple than
the other cases but the two most important features are the familiarity with OI and
mutation gene CL (Fig. 3.48).
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FIGURE 3.46: t-SNE two dimensional projection of osteogenesis data
II (selection 4). Each number represents one of the possible types of

OI.
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FIGURE 3.47: t-SNE two dimensional projection of clustering on os-
teogenesis data II (selection 4). Zeros and ones represent the two clus-

ters classes identified by k-means.
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gini = 0.0
samples = 17
value = [0, 17]

class = 1

gini = 0.219
samples = 8
value = [1, 7]

class = 1

bmi_z <= 0.57
gini = 0.077

samples = 25
value = [1, 24]

class = 1

gini = 0.0
samples = 8
value = [8, 0]

class = 0

mut_gene_cl <= 3.5
gini = 0.397

samples = 33
value = [9, 24]

class = 1

gini = 0.0
samples = 98
value = [98, 0]

class = 0

family <= 0.5
gini = 0.299

samples = 131
value = [107, 24]

class = 0

gini = 0.0
samples = 102
value = [0, 102]

class = 1

family <= 1.5
gini = 0.497

samples = 233
value = [107, 126]

class = 1

FIGURE 3.48: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis data II (selection 4).

3.3.4.5 Extended data set and supervised analysis

What emerges from the above shown results is that all the clusters were determined
by binary or categorical variables. In fact, the data set is mainly composed of this
kind of features and only few of them are continuous or have ordinal values. Cat-
egorical features also have to be treated with techniques such as one-hot encoding
which further increases the dimensionality of the data set introducing other binary
columns. The large number of categorical variables highly affects the unsupervised
analysis since they tend to create trivial clusters among the samples: these clus-
ters do not necessarily help to identify alternative OI classification but they simply
group patients according to a specific characteristic (e.g. those with OI familiarity
and those without it). By removing some of the categorical features, such as the
genetic ones which seem to be the most relevant in creating clusters, the results do
not change very much since the unsupervised methods simply identify the strongest
binary variable (among the remaining ones) which can group the samples. To solve
this issue, one can edit the original data set (where possible) by extending some of
the binary features considered before. The idea comes from the need of physicians
to simplify the data and convert them to binary/categorical while some of this infor-
mation was originally expressed as continuous or ordinal values achieving a total of
45 variables (the sample size remained the same as in the previous sections). How-
ever, introducing new features did not solve the issue: the remaining categorical
features dominate over the others and they were still selected when performing the
clustering process. Fig. 3.49 and 3.50 show the t-SNE two-dimensional projection of
the selection 1 data with the extended features and the related two clusters. As one
can see in Fig. 3.51, the categorical features related to familiarity and mutation gene
CL keep to be the first identified by the classification tree.



76 Chapter 3. Results

−20 −10 0 10 20
t-SNE 1

−20

−10

0

10

20

t-S
NE

 2

Selection 1 (Extended Data) t-SNE
0
1
3
4
5

FIGURE 3.49: t-SNE two dimensional projection of osteogenesis ex-
tended data II (selection 1). Each number represents one of the possi-

ble types of OI.
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FIGURE 3.50: t-SNE two dimensional projection of clustering on os-
teogenesis extended data II (selection 1). Zeros and ones represent

the two clusters classes identified by k-means.
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gini = 0.48
samples = 5
value = [3, 2]

class = 0

gini = 0.14
samples = 53
value = [4, 49]

class = 1

weight_z <= -3.025
gini = 0.212

samples = 58
value = [7, 51]

class = 1

gini = 0.0
samples = 20
value = [20, 0]

class = 0

mut_gene_cl <= 3.5
gini = 0.453

samples = 78
value = [27, 51]

class = 1

gini = 0.0
samples = 163
value = [163, 0]

class = 0

family <= 0.5
gini = 0.334

samples = 241
value = [190, 51]

class = 0

gini = 0.0
samples = 202
value = [0, 202]

class = 1

family <= 1.5
gini = 0.49

samples = 443
value = [190, 253]

class = 1

FIGURE 3.51: Classification tree rules based on the labels induced by
k-means algorithm on osteogenesis extended data II (selection 1).

Therefore, a supervised approach was used to analyse the data: in this case the
features are selected independently of their kind (binary, categorical, continuous or
ordinal). The only thing that matters is whether they can explain the label and if they
are categorical or continuous is not as much relevant as in the unsupervised case. By
doing so, one can also verify the consistency of the original labels (OI types) with
the algorithms prediction. In a first instance, an attempt to classify all the patients
according to the five available labels (OI types I, III, IV and V plus the class 0) was
made, but the multi-label classification did not give satisfying results, even remov-
ing the class 0 which introduces some noise in the classification process. Then, a bi-
nary approach with all the possible classes combinations has been adopted. OI type
V had to be excluded since it only included 2 samples. Discrimination between class
0 and other OI types did not reach significant results. The same cannot be said about
OI type I versus type III and IV. The analysis was performed by splitting the data set
into training (75%) and test set (25%) with a total of 280 samples for the I vs III case
and 307 for the I vs IV case. For each model employed the best hyper-parameters
have been selected by using a grid-search approach with a 3-times repeated 2-fold
cross-validation. In this case, 2 folds have been chosen in order to have the minority
classes (III and IV) equally distributed for each training and validation fold. Ta-
bles 3.12 and 3.13 show the values of accuracy, balanced accuracy and AUC for the
algorithms employed for the analysis namely elastic net, linear SVM and random
forest while their best hyper-parameters are shown in Tables 3.14 and 3.15. Both val-
ues of accuracy and balanced accuracy have been shown since the classes are highly
unbalanced: type III and IV samples are much less than type I with 22, 49 and 258
samples respectively. As one can see, the algorithms got better performance when
classifying types I and III rather than types I and IV. On the other hand, it was not
possible to successfully discriminate type III from IV: these two OI types are more
similar to each other than type I.
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TABLE 3.12: Accuracy, balanced accuracy and AUC values for OI
types I and III classification.

Methods
OI Type I Versus Type III

Accuracy Balanced Accuracy AUC
Logistic Elastic Net 0.90 0.76 0.91

Linear SVM 0.80 0.89 0.92
Random Forest 0.96 0.70 0.98

TABLE 3.13: Accuracy, balanced accuracy and AUC values for OI
types I and IV classification.

Methods
OI Type I Versus Type IV

Accuracy Balanced Accuracy AUC
Logistic Elastic Net 0.90 0.73 0.74

Linear SVM 0.75 0.68 0.68
Random Forest 0.90 0.67 0.87

TABLE 3.14: Supervised algorithms best hyper-parameters for OI ex-
tended data II - type I vs III classification. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

of the applied models.

OI Type I Versus Type III
Logistic Elastic Net Linear SVM Random Forest

C: 199.53 C: 0.10 No. of trees: 300.00
L1 ratio: 0.10 Balanced weights Split criterion: Entropy

Max depth: 10
Max features: Square root

TABLE 3.15: Supervised algorithms best hyper-parameters for OI ex-
tended data II - type I vs IV classification. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

of the applied models.

OI Type I Versus Type IV
Logistic Elastic Net Linear SVM Random Forest

C: 25.12 C: 0.10 No. of trees: 300.00
L1 ratio: 0.90 Balanced weights Split criterion: Entropy

Max depth: 10
Max features: Square root
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In addition to this, feature selection was also performed for each of the employed
methods. As shown in Tables 3.16 and 3.17, some of the categorical variables appear
among the most important ones. Nonetheless, in this case, their presence is not triv-
ial since it specifically implies that they are useful for the class prediction. Moreover,
other features (which were not considered by the clustering approach) seem to be
relevant for the classification and now appear in the first positions. When it comes
to the consensus of feature selection, one can see that each technique selected differ-
ent features. However, some of these appear in all the three lists, such as height Z,
weight Z, familiarity and mutation gene CL in the I versus III case, while height Z
only is selected by all the methods in the I versus IV case. These results show that
even in this case where the number of features is not very high, it is hard to identify
a stable set of features.

TABLE 3.16: List of the ten most important features in OI types I and
III classification.

OI Type I Versus Type III
Logistic Elastic Net Linear SVM Random Forest

Height Z Sclera Height Z
BMI Z Height Z Weight Z

Dent Oth Family Age
Def lim dett 33 Dent Oth BMI Z

Weight Z Vert Def lim dett 42
Mut Gene CL Weight Z Family

Facial Oth Def lim dett 41 Sclera
Def lim dett 11 Facial maxil Fractures
Def lim dett 32 Deafness neuro Def lim dett 41

Family Mut gene CL Mut gene CL

TABLE 3.17: List of the ten most important features in OI types I and
IV classification.

OI Type I Versus Type IV
Logistic Elastic Net Linear SVM Random Forest

Def lim dett 31 Facial front Height Z
Height Z Def lim dett 42 Age
Fractures Fractures BMI Z

Def lim dett 22 Dent di Weight Z
Def lim dett 32 Facial triang Fractures

Age Height Z Def lim dett 42
Valv aort Deafness condu Facial front

Def lim dett 51 Def lim dett 41 Dent di
Valv polm Weight Z Facial triang

Def lim dett 23 Def lim dett 34 Bone dens
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3.4 Oxford Street

In this section, various issues faced when analysing the Oxford Street II multiomics
data set are presented and discussed. In particular, the analysis was not limited to
the simple disease prediction but also to the investigation of the feature selection, its
stability, possible confounders, the biomarkers identification as well as the disease
progression.

3.4.1 The Oxford Street II data set

The Oxford Street II data set was originally included in the EXPOsOMICS project [92]
with the aim to evaluate the effects of exposure to air pollution on subjects affected
by different diseases. The exposome can be defined as the totality of exposure from
both internal and external sources over a complete lifetime. These exposures can
include radiation, chemical and biological agents, other exposures in general as
well as the impact of socio-economic position and social relations they can have on
health [93]. The data underlying the results presented in this section are available
on request from the International Agency for Research on Cancer (IARC) and their
use and availability is regulated by the Exposomics Steering Board and the IARC
Ethical Committee. A total of 59 volunteers were recruited for the experiment: 19 of
these were affected by ischemic heart disease (IHD) with normal lung function, 20
were affected by chronic obstructive pulmonary disease (COPD) with no previous
IHD events, and 20 were in healthy status without history of COPD or IHD. The
subjects with high level of exposure to traffic-related air pollution (TRAP) were not
included in the experiment as well as smokers and people who quit smoking in the
previous year. All the patients affected by IHD and COPD were selected from exist-
ing databases of outpatient respiratory and cardiology clinics at the Royal Brompton
and Harefield NHS Foundation Trust [94]. In order to evaluate the exposure levels,
each participant had to walk within two distinct locations in London characterised
by different levels of air pollution: Hyde Park and Oxford Street. Moreover, for
each subject, a total of six blood samples were collected two hours before, two hours
after and 24 hours after each walk in both locations. In addition to this, other infor-
mation related to various omics such as adductomics, miRNA, transciptomics and
metabolomics has been collected. The data set also included general information
about the patients namely body mass index (BMI), age, sex, diet, distance walked,
blood pressure, medication use and TRAP measurements. The four omics used for
the analysis will be now briefly described.

Adductomics Adductomics is the study of DNA adducts. DNA adducts are com-
pounds that can form bonds with DNA. Although enzymes can repair the adducts,
some of these are not repaired and they can cause mutations during the cell divi-
sion [95]. DNA adducts have acquired importance in the exposome field, since their
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study allows to identify exposures to dangerous chemicals in the environment pos-
sibly helping mitigate the exposure itself and reduce the risk of disease and can-
cer [96].

miRNA MicroRNAs (miRNA) are short non-coding RNA molecules (about 22 nu-
cleotides) with two main functions: RNA silencing and gene expression regulation
at post-transcriptional level [97], thus miRNA are important for gene expression
maintenance and stability. Recent studies have shown that miRNA profiles can be
changed by exposure to air pollutants. Therefore, miRNA study can help under-
standing gene expression mechanisms altered by ambient pollutants [98].

Transcriptomics The transcriptome can be defined as the set of gene transcripts
transcribed in a specific cell type, organism or tissue, including both coding RNA
(translated to proteins) and non-coding RNA which influenced gene expression.
Changes in gene transcripts have been object of study in order to get information
about biological mechanisms and pathways and can thus be used to get better in-
sights on diagnostic and therapeutic targets [99].

Metabolomics Metabolomics is the study of processes involving metabolites, the
products of metabolism. The aim of metabolomics is to identify and quantify within
cells, biofluids, tissues or organisms. The study of metabolites is useful to under-
stand the effects of air pollution leading to health outcomes [100]. Metabolomics
is also applied for biomarker discovery and to identify and understand the mech-
anisms leading to different physiological conditions and diseases. There are two
main methods to extract metabolites information: untargeted and targeted mass
spectrometry. The first one measures the metabolites present in a sample without
a priori information on the metabolome. The second one has higher sensitivity but,
being based on a priori information, it can only be used to study specific metabolites
and metabolic pathways [101].

For this analysis the original scope of the data set was changed. Instead of eval-
uating the effects of air pollution on the patients, the available data were used to
predict the patients status of health. In particular one wants to evaluate whether
omics features can be used to classify subjects according to their diagnosis and si-
multaneously identify which of these features can be used to understand the disease
and thus support the diagnosis process. In the following sections all the steps of the
procedures and all the issues faced when dealing with these data will be discussed.
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3.4.2 Preliminary analysis results

The first part of the analysis involved the use of omics data only to predict the pa-
tients illness status. In particular, having to deal with three possible statuses (COPD,
IHD and healthy) each disease was approached as a binary classification problem:
healthy versus IHD and healthy versus COPD, considering both supervised and un-
supervised techniques in both cases. Considering a total of 59 patients, and six blood
samples for each, the two data sets should be composed of 240 samples in the case
of COPD and healthy subjects and 234 for IHD and healthy ones. However not all
the omics data were available for each patient. Moreover few of them also dropped
the experiments and they may lack some information. Due to this, the data set size
is smaller according to the case and the considered omic. After using t-SNE as di-
mensionality reduction algorithm to have better insight on the data distribution, for
each case a supervised classification was performed using four different algorithms
namely lasso, elastic net, random forest and RFE with linear SVM. These algorithms
have been exploited in order to make diagnosis prediction as well as identifying the
most relevant features. For each analysis the data set was split in two parts: 80%
was used as training set while the remaining 20% was used as test set. A 2-fold
cross-validation was also performed on the training set for hyper-parameters tun-
ing. Since more than one sample was available for each subject, both training-test
splitting and cross-validation have been performed making sure that each sample
belonging to the same patient was in the same set/fold. Scikit-learn [70] library has
been used to implement the known machine learning algorithms.

3.4.2.1 Healthy versus IHD

In this first analysis the aim was to classify patients according to the binary labels
IHD and healthy using omics data only, first separately (i.e. using one omic per time)
and then using all the omics together. The results for each analysis are shown in the
following paragraphs.

Adductomics In this first scenario adductomics data only have been used. The
number of available samples is 198 while the number of adducts is 32. As one can
see from a first two-dimensional projection using t-SNE in Fig. 3.52, the two classes
do not seem well separated. This result is also confirmed by a supervised analysis
performed using different classification algorithms. As shown in Fig. 3.53, most of
the algorithms did not perform well on the test set with lasso and elastic net per-
forming worse than random choice. The models best hyper-parameters identified
via 2-fold grouped cross-validation are reported in Table 3.18.
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FIGURE 3.52: t-SNE two dimensional projection of IHD and healthy
samples using adductomics data. Each label represents one of the two

diagnoses.
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Lasso (area = 0.40)
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SVM-RFE (area = 0.53)
Random Forest (area = 0.74)

FIGURE 3.53: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using adductomics data.

TABLE 3.18: Supervised algorithms best hyper-parameters for the
prediction of IHD using adductomics data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0001 C: 0.0001 C: 100 No. of trees: 100

L1 ratio: 0.1 Selected features: 10 Split criterion: Entropy
Step: 1 Max depth: 5

Max features: Square root
Min samples leaf: 4

Min samples split: 20
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miRNA The second analysis involved the use of miRNA data only. In this case the
number of samples was 191 while the number of miRNAs was 365. As shown in
Fig. 3.54, the data is still not well separated, however both IHD and healthy samples
seem grouped together. Considering that this is just a two-dimensional projection,
it might be that the data is better separated in the original space. Fig. 3.55 shows
the ROC curve of each classification algorithm employed. In this case, all the al-
gorithms achieved an AUC over 75% showing good prediction performance. The
related best hyper-parameters identified by 2-fold cross-validation are shown in Ta-
ble 3.20. Given the improved classification performance, as a further step, the most
important features were also considered. Table 3.20 shows the five most important
features for each classification technique. As one can see, most of the selected fea-
tures is different and the common ones are very few and no one has been selected
for all the four models.
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FIGURE 3.54: t-SNE two dimensional projection of IHD and healthy
samples using miRNA data. Each label represents one of the two

diagnoses.

TABLE 3.19: Supervised algorithms best hyper-parameters for the
prediction of IHD using miRNA data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0199 C: 0.3981 C: 0.00794 No. of trees: 100

L1 ratio: 0.1 Selected features: 50 Split criterion: Entropy
Step: 1 Max depth: 3

Max features: Square root
Min samples leaf: 20
Min samples split: 2
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FIGURE 3.55: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using miRNA data.

TABLE 3.20: List of the five most important features selected by clas-
sification algorithms on miRNA data.

Lasso Elastic Net SVM-RFE Random Forest
hsa-miR-4672 hsa-miR-5787 hsa-miR-4787-5p hsa-miR-296-5p

hsa-miR-374b-5p hsa-miR-4788 hsa-miR-5787 hsa-miR-423-3p
hsa-miR-6510-5p hsa-miR-1914-3p hsa-miR-6069 hsa-miR-2861
hsa-miR-16-2-3p hsa-miR-16-2-3p hsa-miR-328 hsa-miR-625-5p
hsa-miR-186-5p hsa-miR-335-5p hsa-miR-16-2-3p hsa-miR-200c-3p

Transcriptomics The third analysis made use of transcriptomics data. In this case
the number of features is much higher (30923) while the number of samples is 191.
The t-SNE projection shows an interesting result: as shown in Fig. 3.56 few clusters
(different from the diagnosis type) can be identified. By using k-means and the el-
bow criterion one is able to select 5 as the number of optimal clusters (see Fig. 3.57).
A classification tree has been used to explain the formed groups of patients and the
features describing the clusters are shown in Fig. 3.58. The first split is determined by
the value of A_33_P3312182 being less or greater than 6.766, followed by four other
RNA transcripts and their related thresholds, namely A_23_P118289, A_23_P259357,
A_33_P3216945 and A_23_P399078. When it comes to the supervised analysis, three
out of four algorithms scored good performance results, with the exception of ran-
dom forest as shown in Fig. 3.59. The models best hyper-parameters are shown in
Table 3.21. As before, the most important features did not achieve high consensus
between models (see Table 3.22).
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FIGURE 3.56: t-SNE two dimensional projection of IHD and healthy
samples using transcriptomics data. Each label represents one of the

two diagnoses.
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FIGURE 3.57: t-SNE two dimensional projection of clustering on IHD
and healthy samples with transcriptomics data. The numbers from
zero to four represent the five clusters classes identified by k-means.
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gini = 0.0
samples = 17

value = [0, 0, 0, 17, 0]
class = 3

gini = 0.0
samples = 57

value = [0, 57, 0, 0, 0]
class = 1

gini = 0.0
samples = 45

value = [0, 0, 0, 0, 45]
class = 4

gini = 0.0
samples = 19

value = [0, 0, 19, 0, 0]
class = 2

A_33_P3216945 <= 6.888
gini = 0.354

samples = 74
value = [0, 57, 0, 17, 0]

class = 1

A_23_P399078 <= 7.451
gini = 0.417

samples = 64
value = [0, 0, 19, 0, 45]

class = 4

gini = 0.32
samples = 5

value = [4, 0, 1, 0, 0]
class = 0

gini = 0.0
samples = 48

value = [48, 0, 0, 0, 0]
class = 0

A_23_P118289 <= 7.452
gini = 0.689

samples = 138
value = [0, 57, 19, 17, 45]

class = 1

A_23_P259357 <= 16.683
gini = 0.037

samples = 53
value = [52, 0, 1, 0, 0]

class = 0

A_33_P3312182 <= 6.766
gini = 0.762

samples = 191
value = [52, 57, 20, 17, 45]

class = 1

FIGURE 3.58: Classification tree rules based on the labels induced
by k-means algorithm on IHD and healthy samples using transcrip-

tomics data.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os
iti
ve

 R
at
e

Transcriptomics ROC Curves

Lasso (area = 0.87)
Elastic Net (area = 0.83)
SVM-RFE (area = 0.75)
Random Forest (area = 0.47)

FIGURE 3.59: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using Transcriptomics data.

TABLE 3.21: Supervised algorithms best hyper-parameters for the
prediction of IHD using transcriptomics data. The table shows the
best hyper-parameters identified by a grid search cross-validation for

each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.2511 C: 0.001 C: 0.0063 No. of trees: 3000

L1 ratio: 0.10 Selected features: 20 Split criterion: Entropy
Step: 300 Max depth: 5

Max features: Square root
Min samples leaf: 1

Min samples split: 10
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TABLE 3.22: List of the five most important features selected by classi-
fication algorithms on IHD and healthy samples with transcriptomics

data.

Lasso Elastic Net SVM-RFE Random Forest
A_23_P324384 A_33_P3363260 A_21_P0006538 A_33_P3410296
A_33_P3379396 A_33_P3659876 A_19_P00329511 A_21_P0012911
A_33_P3398143 A_21_P0008515 A_33_P3280521 A_23_P210176
A_33_P3353921 A_32_P4403 A_24_P55148 A_33_P3367102
A_24_P55148 A_32_P149251 A_33_P3216532 A_21_P0000069

Metabolomics The forth analysis regarded the use of metabolomics data to pre-
dict IHD status. The data set was composed of 212 patients and 10067 features.
As shown in Fig. 3.60 the two classes are almost perfectly separated. This result
is also confirmed by the performances of the classification algorithms employed
as shown in Fig. 3.61, while the related best hyper-parameters identified by 2-fold
cross-validation are reported in Table 3.23. Despite the almost perfect AUC for all
the four models, the most important features still lack of consensus between models
(see Table 3.24), pointing to the need to find a way to select features in a robust way.

−15 −10 −5 0 5 10 15
t-SNE 1

−10

−5

0

5

10

t-S
NE

 2

Metabolomics t-SNE
Healthy
IHD

FIGURE 3.60: t-SNE two dimensional projection of IHD and healthy
samples using metabolomics data. Each label represents one of the

two diagnoses.
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FIGURE 3.61: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using metabolomics data.

TABLE 3.23: Supervised algorithms best hyper-parameters for the
prediction of IHD using metabolomics data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0079 C: 0.001 C: 0.02 No. of trees: 1000

L1 ratio: 0.3 Selected features: 10 Split criterion: Entropy
Step: 100 Max depth: 3

Max features: Square root
Min samples leaf: 2

Min samples split: 10

TABLE 3.24: List of the five most important features selected by clas-
sification algorithms on IHD and healthy samples with metabolomics

data.

Lasso Elastic Net SVM-RFE Random Forest
410.1254@6.34219 410.1254@6.34219 410.1254@6.34219 278.0679@2.31897
623.4388@7.92532 342.0079@5.42850 627.2748@6.90690 577.2746@7.01407
375.3123@7.18853 623.4388@7.92532 486.3169@6.68188 403.3652@7.72745
208.1079@5.18358 431.3044@5.88208 803.045@8.78652 952.6821@7.67908
803.045@8.78652 629.8494@4.68212 770.4687@7.00565 311.1232@2.33333
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Multiomics The final analysis involved the use of all the four omics together (167
samples and 41387 features). As one can see from Fig. 3.62 all the models scored
very good as in metabolomics case (the models best hyper-parameters are shown
in Table 3.25). However, as shown in Table 3.26 almost all the most important fea-
tures come from metabolomics data, confirming it is the best omic to predict IHD
status. Nevertheless, the consensus between the selected features, is still very low.
Moreover, one should also consider that the number of metabolites and transcripts
is much higher than the one related to adducts and miRNAs, thus under a mere
probability point of view these two omics have lower chances of being selected.
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FIGURE 3.62: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using all the omics data.

TABLE 3.25: Supervised algorithms best hyper-parameters for the
prediction of IHD using multiomics data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0501 C: 0.063 C: 0.01585 No. of trees: 2000

L1 ratio: 0.10 Selected features: 50 Split criterion: Entropy
Step: 1000 Max depth: 3

Max features: Square root
Min samples leaf: 2
Min samples split: 2
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TABLE 3.26: List of the five most important features selected by clas-
sification algorithms on IHD and healthy samples using all the omics

data.

Lasso Elastic Net SVM-RFE Random Forest
627.2748@6.90690 A_23_P113701 978.4897@8.41506 1153.6049@7.02360
236.1392@5.43261 666.2666@7.92155 A_23_P113701 A_23_P66402
236.1772@6.19898 403.7799@9.26897 283.1176@5.38265 A_33_P3284004
A_33_P3398143 A_33_P3229918 208.1079@5.18358 221.148@5.92175

368.2579@7.85856 833.9491@6.91451 818.5165@8.69470 A_23_P27381

3.4.2.2 Healthy versus COPD

The second analysis regarded the prediction of the other disease included in the data
set, namely COPD. As in the previous section the analysis was made using omics
data only, first separately and then using all the omics together. In the following
paragraphs the results for each omics are shown.

Adductomics In this first case, adductomics data only was used to predict COPD
diagnosis. The data set was composed of 213 samples and 32 adducts. Fig. 3.63
shows a two-dimensional projection of the data. As in the IHD case the two groups
of patients appear mixed together. This result is also confirmed by the supervised
analysis: the use of adductomics did not allow to reach reasonably accurate results
as shown in Fig. 3.64, while the models best hyper-parameters are reported in Ta-
ble 3.27.
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FIGURE 3.63: t-SNE two dimensional projection of COPD and
healthy samples using adductomics data. Each label represents one

of the two diagnoses.
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FIGURE 3.64: ROC curve for each of the classification algorithms em-
ployed for the prediction of COPD using adductomics data.

TABLE 3.27: Supervised algorithms best hyper-parameters for the
prediction of COPD using adductomics data. The table shows the
best hyper-parameters identified by a grid search cross-validation for

each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.008 C: 0.013 C: 0.316 No. of trees: 1600

L1 ratio: 0.3 Selected features: 5 Split criterion: Entropy
Step: 1 Max depth: 3

Max features: Square root
Min samples leaf: 2
Min samples split: 2

miRNA In this case the data set was composed of 198 samples and 365 features. As
for adductomics data, the use of miRNA features was not enough to achieve good
prediction performance on the COPD and healthy classification (see Table 3.28 for
the best hyper-parameters and Fig. 3.65 for the ROC curves). At the same time, as
shown in Fig. 3.66, the two-dimensional projection made by t-SNE did not show any
presence of alternative clear groups.
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FIGURE 3.65: ROC curve for each of the classification algorithms em-
ployed for the prediction of COPD using miRNA data.

TABLE 3.28: Supervised algorithms best hyper-parameters for the
prediction of COPD using miRNA data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0001 C: 0.0001 C: 100 No. of trees: 100

L1 ratio: 0.10 Selected features: 10 Split criterion: Entropy
Step: 1 Max depth: 5

Max features: Square root
Min samples leaf: 4

Min samples split: 20
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FIGURE 3.66: t-SNE two dimensional projection of COPD and
healthy samples using miRNA data. Each label represents one of the

two diagnoses.
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Transcriptomics The third analysis involved the use of transcriptomics data: here
the data set was composed of 200 samples and 30923 features. As in the IHD case
the dimensionality is huge and made the classification more difficult as shown by
the poor results reported in Fig. 3.67. The models best hyper-parameters are shown
in Table 3.29. However, the unsupervised analysis pointed to the presence of six dif-
ferent groups of patients identified by k-means and the elbow method (see Fig. 3.68
and 3.69). Although some samples belonging to different clusters seem to overlap,
one should take into consideration that the plot merely represents a 2-dimensional
approximation induced by t-SNE. The classification tree reported in fig. 3.70 shows
the features describing this new labelling. In this case the tree is more complex than
in the IHD case since the number of clusters is bigger. The first split is defined by
A_33_P3261953 with a threshold value of 8.803, followed by seven other RNA tran-
scripts including A_23_P93792, A_23_P203994, A_33_P3322909, A_33_P3419785,
A_33_P3297277, A_21_P0014703 and A_23_P162874 with their corresponding thresh-
old values.
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FIGURE 3.67: ROC curve for each of the classification algorithms em-
ployed for the prediction of COPD using transcriptomics data.

TABLE 3.29: Supervised algorithms best hyper-parameters for the
prediction of COPD using transcriptomics data. The table shows the
best hyper-parameters identified by a grid search cross-validation for

each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.2511 C: 0.3981 C: 0.0398 No. of trees: 1600.00

L1 ratio: 0.10 Selected features: 50 Split criterion: Entropy
Step: 300 Max depth: 3

Max features: Square root
Min samples leaf: 20
Min samples split: 2
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FIGURE 3.68: t-SNE two dimensional projection of COPD and
healthy samples using transcriptomics data. Each label represents

one of the two diagnoses.
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FIGURE 3.69: t-SNE two dimensional projection of clustering on
COPD and healthy samples with transcriptomics data. Numbers
from zeros to five represent the six clusters classes identified by k-

means.
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gini = 0.0
samples = 10

value = [0, 0, 0, 0, 10, 0]
class = 4

gini = 0.48
samples = 5

value = [0, 0, 0, 0, 2, 3]
class = 5
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gini = 0.32

samples = 15
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class = 4

gini = 0.0
samples = 19

value = [0, 0, 19, 0, 0, 0]
class = 2
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value = [0, 0, 19, 0, 12, 3]

class = 2

gini = 0.0
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value = [0, 20, 0, 0, 0, 0]
class = 1

gini = 0.0
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value = [43, 0, 0, 0, 0, 0]
class = 0

gini = 0.48
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value = [3, 0, 0, 0, 0, 2]
class = 0

A_33_P3419785 <= 8.576
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samples = 54
value = [0, 20, 19, 0, 12, 3]

class = 1

A_33_P3297277 <= 16.052
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value = [46, 0, 0, 0, 0, 2]

class = 0
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A_33_P3322909 <= 6.843
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value = [46, 20, 19, 0, 12, 5]
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gini = 0.0
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value = [0, 0, 0, 38, 0, 0]
class = 3

A_23_P93792 <= 6.108
gini = 0.096

samples = 60
value = [1, 0, 0, 0, 2, 57]

class = 5

A_23_P203994 <= 11.798
gini = 0.771

samples = 140
value = [46, 20, 19, 38, 12, 5]

class = 0

A_33_P3261953 <= 8.803
gini = 0.789

samples = 200
value = [47, 20, 19, 38, 14, 62]

class = 5

FIGURE 3.70: Classification tree rules based on the labels induced by
k-means algorithm on COPD and healthy samples using transcrip-

tomics data.

Metabolomics The forth analysis made use of metabolomics data to predict the
COPD diagnosis. The data set size was of 224 samples and 10067 metabolites. In
this case the samples do not seem as well separated as in the IHD case (see Fig. 3.71).
This result is also confirmed by the poor models prediction performances as shown
in Fig. 3.72. Here the results are better than in transcriptomics case but they are much
lower than those achieved by the same omic for the IHD prediction. The models best
hyper-parameters are shown in Table 3.30.
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FIGURE 3.71: t-SNE two dimensional projection of COPD and
healthy samples using metabolomics data. Each label represents one

of the two diagnoses.
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FIGURE 3.72: ROC curve for each of the classification algorithms em-
ployed for the prediction of COPD using metabolomics data.

TABLE 3.30: Supervised algorithms best hyper-parameters for the
prediction of COPD using metabolomics data. The table shows the
best hyper-parameters identified by a grid search cross-validation for

each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.005 C: 0.0794 C: 0.7943 No. of trees: 2000

L1 ratio: 0.1 Selected features: 10 Split criterion: Entropy
Step: 100 Max depth: 5

Max features: Square root
Min samples leaf: 2
Min samples split: 2

Multiomics Finally, the use of all the four omics was made for the COPD predic-
tion. The data set size is of 174 samples and 41387 features. Unfortunately in this
case the prediction performances are very low probably due to the large amount of
noise introduced by low-power predictive omics. Fig. 3.73 shows the ROC curves
for the applied models: three out of four models (namely lasso, elastic net and SVM)
slightly outperform random choice while random forest’s AUC does not reach the
threshold of 0.5. Table 3.31 shows the best hyper-parameters identified by a 2-fold
grouped cross-validation for each model.
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FIGURE 3.73: ROC curve for each of the classification algorithms em-
ployed for the prediction of COPD using all the omics data.

TABLE 3.31: Supervised algorithms best hyper-parameters for the
prediction of COPD using multiomics data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0501 C: 0.0398 C: 0.0079 No. of trees: 3000

L1 ratio: 0.1 Selected features: 50 Split criterion: Entropy
Step: 500 Max depth: 5

Max features: Square root
Min samples leaf: 2
Min samples split: 5

3.4.2.3 Location prediction

Given the original purpose of the data set, one can also verify whether the available
omics could be used to predict the location where the patients had to walk for the
experiment. The idea was to use classification algorithms to predict the site where
the patients samples have been collected (Hyde Park and Oxford Street) and possibly
identify features related to the different levels of air pollution in the two areas. In
this case, one is not interested on the diagnosis status of the patients, thus all the
participants have been included in the analysis regardless of their health condition.
The data set can now count on an increased size of 255 samples while the feature
dimensionality is still very high (41387). Unfortunately the analysis did not show
satisfying results: the ROC curves related to the use of all the omics data are shown
in Fig. 3.74 while those related to other omics have not been included due to their
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FIGURE 3.74: ROC curve for each of the classification algorithms em-
ployed for the prediction of the site (Hyde park and Oxford Street)

using multiomics data.

TABLE 3.32: Supervised algorithms best hyper-parameters for the lo-
cation prediction using multiomics data. The table shows the best
hyper-parameters identified by a grid search cross-validation for each

model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.1 C: 0.2512 C: 0.0501 No. of trees: 7500

L1 ratio: 0.3 Selected features: 5 Split criterion: Entropy
Step: 300 Max depth: 5

Max features: Square root
Min samples leaf: 2

Min samples split: 10

poor performance. The models best hyper-parameters identified by cross-validation
are shown in Table 3.32.

3.4.3 Confounders

As shown in the previous sections, omics data only were used to make a prediction
for both the IHD and COPD cases. However only the first one achieved signifi-
cantly positive results. Due to this, the following analyses will be focused on the
healthy/IHD case. An important issue emerged from the preliminary analysis was
the possible presence of confounders in the data set. A confounder can be seen as
a variable influencing both dependent and independent variables which may cause
the creation of spurious correlations [102]. In this case the possible confounders
in the data set are the general information related to the patients, namely age, sex
and BMI which might create a bias in the results. This information was not consid-
ered in the preliminary analysis, nonetheless the analysis was repeated including
these features as well. The aim was to avoid the selection of features correlated with
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the above mentioned confounders and possibly identifying variables only correlated
with the diagnosis. Moreover, given the previous results, the analysis was focused
on two specific omics: miRNA and metabolomics. The first one has been chosen for
its easier biological interpretation with the disease while the second one has been
selected for its high prediction capability. In other words, the following analysis will
be related to the separate use of miRNA and metabolomics data to classify healthy
and IHD subjects.

miRNA In this case the same analysis as in 3.4.2.1 was proposed, the only differ-
ence was the inclusion of the three confounders variables (age, sex and BMI). As
shown in Fig. 3.75, the AUC values improved thanks to the confounders effect. At
the same time, the most important features identified in the feature selection pro-
cess also changed. Table 3.33 shows the models best hyper-parameters identified
via 2-fold grouped cross-validation while Table 3.34 shows the five most important
features for each classification method. As one can see, the confounders, and in par-
ticular BMI, appear in the first positions for each technique. On the other hand, there
is no other feature which has been selected by all the methods simultaneously. Lasso
and elastic net has exactly the same features, just in different order. This result is not
surprising since elastic net mixed penalty should select the same features as lasso
plus other correlated to them.
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FIGURE 3.75: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using miRNA data and the con-

founders.
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TABLE 3.33: Supervised algorithms best hyper-parameters for the
prediction of IHD using miRNA data and the confounders. The table
shows the best hyper-parameters identified by a grid search cross-

validation for each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.0159 C: 0.0794 C: 0.0501 No. of trees: 100

L1 ratio: 0.3 Selected features: 5 Split criterion: Entropy
Step: 300 Max depth: 5

Max features: Square root
Min samples leaf: 1
Min samples split: 2

TABLE 3.34: List of the five most important features selected by clas-
sification algorithms on IHD and healthy samples using miRNA data

and the confounders.

Lasso Elastic Net SVM-RFE Random Forest
BMI BMI Sex BMI

hsa-miR-16-2-3p Sex BMI hsa-miR-3676-3p
Sex hsa-miR-4672 hsa-miR-4672 hsa-miR-5001-5p

hsa-miR-219-5p hsa-miR-16-2-3p hsa-miR-186-5p hsa-miR-142-5p
hsa-miR-4672 hsa-miR-219-5p hsa-miR-3676-3p hsa-miR-4672

Metabolomics The same analysis has been proposed for metabolomics data in-
cluding the confounders. Here the improvement in terms of performance (as shown
in Fig. 3.76) are less evident since AUC values where already very high in the be-
ginning. Table 3.35 shows the best hyper-parameters identified by a 2-fold grouped
cross-validation for each of the employed classifier. The same results obtained with
miRNA data in the previous paragraph can be observed in this case: confounders
features (specifically BMI) are now appearing among the most important features
for each model as reported in Table 3.36.

TABLE 3.35: Supervised algorithms best hyper-parameters for the
prediction of IHD using metabolomics data and the confounders. The
table shows the best hyper-parameters identified by a grid search

cross-validation for each model.

Lasso Elastic Net SVM-RFE Random Forest
C: 0.004 C: 0.002 C: 0.0501 No. of trees: 5000

L1 ratio: 0.3 Selected features: 5 Split criterion: Entropy
Step: 300 Max depth: 3

Max features: Square root
Min samples leaf: 10
Min samples split: 2
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FIGURE 3.76: ROC curve for each of the classification algorithms em-
ployed for the prediction of IHD using metabolomics data and the

confounders.

TABLE 3.36: List of the five most important features selected by classi-
fication algorithms on IHD and healthy samples using metabolomics

data and the confounders.

Lasso Elastic Net SVM-RFE Random Forest
BMI BMI 322.2181@7.6841 1153.6049@7.02360

404.7344@8.4525 404.7344@8.4525 BMI BMI
417.7407@8.6282 417.7407@8.6282 286.0556@3.8696 267.101@2.2428
556.2439@5.8565 486.3169@6.6818 657.3491@6.3065 404.7344@8.4525
486.3169@6.6818 556.2439@5.8565 243.0956@6.0145 354.2454@7.6842

As one can see from the results of both miRNA and metabolomics, the confounder
variables (and in particular sex and BMI) appear in most of the cases. The meth-
ods performances did not change very much from the two cases, probably because
the features previously identified were correlated with the confounders not present
in the analysis and acted as a "substitute" for them. When it comes to the analy-
sis including the confounders, sex appearance is due to the fact that the majority of
IHD samples in this data set are male, while BMI appears since the majority of IHD
samples typically have an higher BMI value than healthy ones. This is a classical
example of spurious correlation since being male or having a higher BMI does not
necessarily imply that a person suffers of IHD. Another issue emerging from these
results is the lack of consensus among the features selected by the classification al-
gorithms for both omics data. This aspect is particularly crucial since a potential
biomarker needs to be validated and should be robust to be useful in clinical scenar-
ios. The lack of consensus is also a signal of instability among the feature selection
methods (this issue will be addressed in section 3.4.8).
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3.4.4 Principal path feature selection

Here, a new and different feature selection approach has been proposed. It stems
from the consideration that a disease often progresses in a continuous way, whereas
a two-class labeling is a largely reductionist approach. In particular, by using the
principal path (PP) algorithm [22] one can study the evolution of a patient from
the healthy to the sickness status. At the same time one wants to perform feature
selection by choosing variables which are both predictive and progressive with re-
spect to the patient’s status. The PP algorithm allows to create a path connecting
healthy patients with those affected by IHD. By doing so, it captures the data dis-
tribution constrained by a starting and an ending point by creating an evolutionary
and smooth path between the two points. Moreover, this method can also be used
to perform feature selection by considering the most correlated variables with the
way points progression along the path. In practice, each way point represents an in-
termediary patient/step across the disease evolution with its own coordinates and
features. Therefore, the corresponding features values should increase or decrease
following the progression of the path. Thus, it is possible to calculate the correlation
between the features values and the path progression (i.e. the waypoints progres-
sion along the path): the most correlated features should be those better describing
the disease evolution [103].

Fig. 3.77 and 3.78 show a t-SNE two dimensional representation of the path con-
necting healthy and IHD samples using miRNA and metabolomics data respectively.
In both cases the confounder features have also been included to take into account of
their effect. Each path is composed of 50 way points and for both cases the starting
and ending points correspond to the centroids of the two clusters (healthy and IHD).
The idea is that the centroid identified by k-means can be seen as a summary of the
two patients group since it is not possible to define a "healthier" or a "sicker" patients
as extreme cases. The purple path is a trivial path (shown for comparison purpose
only) which merely connects the starting and the ending point without capturing
the data distribution. Both t-SNE representations might differ from those previously
presented: this is due to the presence of other points (the PP and trivial path) in the
space which may alter the original samples projection. In any case, it is visible how
IHD and healthy samples are much better separated with metabolomics data than
with miRNA confirming metabolomics higher prediction power.

It should be considered though, that a single principal path might not be enough
to capture this kind of evolution in a reliable way. In order to improve the robustness
of this analysis, different paths were created by perturbing the starting and the end-
ing points and, for each feature, the average of the correlation values scored in every
path was measured. Fig. 3.79 shows an example of perturbed paths on metabolomics
data, where four of them have been created (a higher number of paths can and has
been used but only four of them were shown in order to make the plot more under-
standable). Once the most correlated features have been identified, one also wants
to make sure that those features are not only progressive with the disease but also
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FIGURE 3.77: t-SNE two dimensional representation of the principal
path on miRNA data. The purple line indicates the trivial path merely
connecting the starting and the ending point without capturing the

data distribution.
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FIGURE 3.78: t-SNE two dimensional representation of the principal
path on metabolomics data. The purple line indicates the trivial path
merely connecting the starting and the ending point without captur-

ing the data distribution.
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FIGURE 3.79: t-SNE two dimensional representation of four per-
turbed principal paths on metabolomics data created by considering
the two groups centroids and their closest samples as starting and

ending points.

powerful in terms of prediction accuracy. To do so, one can make use of a classi-
fication tree to evaluate the prediction performance of the most correlated features
(one at a time). Classification trees also allow to identify the threshold of the feature
value to make the prediction more interpretable and helpful under a practical point
of view. Therefore, the selected features are those variables that best classify healthy
and sickness status and that are progressive with the disease and thus putatively can
smoothly represent a transition between healthy and IHD status.

Tables 3.37 and 3.38 show the most predictive features selected among those with
an average correlation value with the path progression higher than 0.80. The tables
also include the corresponding correlation, classification tree accuracy, AUC and
threshold values. For this analysis the two groups centroids and the 5 closest points
to those centroids were considered, for a total of 6 starting and ending points. Then
all the possible combinations of starting and ending points were considered, creating
a total of 36 perturbed paths. From these results one can also see that, despite having
included the confounders in the analysis, the PP did not select any of them for the
metabolomics case, where the prediction power is higher, while sex was included
only in the miRNA case.

3.4.5 Identifying biomarkers

A further step of this analysis was trying to understand the biological meaning of
the results obtained until now. The first goal was to identify the metabolites and
miRNAs selected by the PP and by other classification algorithms. As one can see,
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TABLE 3.37: List of the most correlated features with the principal
path on IHD and healthy samples with miRNA data.

miRNAs Accuracy AUC Correlation IHD Threshold
hsa-miR-3162-3p 0.90 0.89 -0.86 ≤ 3.48
hsa-miR-4433-5p 0.81 0.80 -0.84 ≤ 3.72

Sex 0.73 0.74 -0.84 Male
hsa-miR-3135b 0.73 0.73 -0.80 ≤ 4.73

hsa-miR-374b-5p 0.70 0.70 -0.88 > 9.78
hsa-miR-181a-5p 0.70 0.69 -0.86 ≤ 9.50
hsa-miR-374c-5p 0.69 0.70 0.89 > 4.95
hsa-miR-374a-5p 0.69 0.69 0.85 > 10.16

TABLE 3.38: List of the five most correlated features with the princi-
pal path on IHD and healthy samples with metabolomics data.

Metabolites Accuracy AUC Correlation IHD Threshold
785.0254@8.695904 1.00 1.00 -0.80 ≤ 161610.00
419.7567@9.274288 0.93 0.93 -0.89 ≤ 204501.50
470.721@8.721389 0.93 0.93 -0.81 ≤ 376664.00
405.7404@8.695825 0.91 0.91 -0.82 ≤ 806722.50

364.2574@7.3848987 0.90 0.90 -0.80 ≤ 187550.00

while miRNA names correspond to their exact ID, the same cannot be said about
the metabolites since an untargeted metabolomics was performed when the Oxford
Street data was collected. The metabolites names are composed of two parts sepa-
rated by an "@". The first one is the mass-to-charge ratio (m/z) measured my the
mass spectrometry while the second one is the retention time. Although such infor-
mation is available, it is not enough to identify the metabolites ID, consequently it
was not possible to verify the biological meaning of the metabolites.

On the other hand, it was possible to identify genes targeted by the selected
miRNA to verify whether they are actually involved with IHD or more generally
with cardio-vascular diseases (CVD). From some research conducted consulting on-
line databases such as miRBase [104] it was possible to obtain more information
about the miRNAs identified by the PP. Both hsa-miR-181a-5p and hsa-miR-374a-
5p target ATM. Hsa-miR-181a-5p also targets BCL2 while hsa-miR-374a-5p targets
WNT5A.

A first association between ataxia telangiectasia mutated kinase (ATM) and CVD
was found in [105], where, according to the Authors, an ATM deficiency affects heart
function, infarct thickness, fibrosis, apoptosis and expressions of their relative pro-
teins. Following this work, many researches have been conducted to study the im-
pact this protein has on CVD such as the role it plays in cardiac remodelling [106].
When it comes to BCL2, different studies confirm that it is mainly associated with
hypertension: its level is higher in patients affected by the disease [107].

Hsa-miR-3162-3p is the most predictive miRNA identified using the previously
exposed method. It is related with CTNNB1 gene which activates WNT/β-catenin
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[108]. β-catenin has many implications in health and disease by controlling differ-
ent processes such as intercellular adhesion, signal transmission, tumour formation,
apoptosis and necrosis [109]. The activation of this protein also causes progressive
cardiac disfunction and heart failure while its inhibition might be used for therapeu-
tic intervention of hypertensive heart disease [110]. Both miR-181a and miR-3162-3p
are involved in asthma as well. In particular, the second one was observed to be
higher in asthma patients [109]. WNT5A is targeted by hsa-miR-374a-5p and is also
part of the β-catenin pathway.

These findings agree upon the way points correlation sign: a decrease of miR-
3162-3p causes an upregulation of CTNNB1 and then an increase of β-catenin which
is observed to be higher in patients affected by cardio-vascular disease. The same
logic can be applied to hsa-miR-374a-5p and ATM whose path correlation sign is
positive: hsa-miR-374a-5p is higher in IHD patients, which is a possible signal of an
ATM downregulation causing the disease. On the other hand, the correlation sign
does not match the one related to miR-181a-5p, but this is possibly due to miR-181a-
5p targeting a multitude of different genes whose global effect might be different
from the single targeting of ATM. In fact, as described in [111], it has been observed
that a decrease expression of miRNA-181a-5p and miRNA-181a-3p is present in pa-
tients affected by artery disease such as atherosclerosis.

In order to further verify the PP results one can decide to compare, in both terms
of correlation and prediction accuracy, the most important features selected by elas-
tic net and the PP approach without using the known confounding factors (age, sex
and BMI). Until now, elastic net has been used by splitting the data set into training
and test set plus cross-validation for hyper-parameters tuning. The PP, on the other
hand, does not need this kind of approach and has been applied on the whole data
set. Therefore, the data set was split into training and test set for both techniques.
More specifically the training set was composed of 131 samples while the remaining
60 samples were used as test set. The test set was created by including only patients
for whom all the 6 collected blood samples were available (as described in 3.4.1): by
doing so one is able to verify whether the results are consistent even changing the
time and location of the samples collection and thus not dependent on the environ-
mental exposure. The training set was then used to launch the PP algorithm and to
perform cross-validation for elastic net training and model selection. Afterwards, a
classification tree (trained and tested on the same training and test set respectively)
has been implemented for each of the first five more important features identified
by elastic net and PP. By doing so one is able to use an unbiased method to verify
the prediction accuracy of each miRNA taken singularly and verify which were the
most predictive. Moreover, since the training/test splitting may create feature selec-
tion instability (this issue will be better discussed in 3.4.8), the splitting process was
repeated for five times and for each of these the PP and elastic net feature selection
processes were repeated. By doing so one was also able to identify the most stable
features identified by the two methods. Table 3.39, shows the five most frequent
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features identified by each method, their related frequency and average accuracy
and standard deviation obtained from the classification tree. As one can see, the
features identified by the PP are more stable, accurate and have lower standard de-
viation than those identified by elastic net. However, once the features have been
identified, one can also verify the correlation of these features with the confounders
excluded from the analysis: Fig. 3.80 and 3.81 show the correlation matrix of the fea-
tures identified by the two approaches and the confounding factors. As one can see
the features identified by the PP are more correlated with BMI and more correlated
among themselves.

TABLE 3.39: List of the five most frequent features identified via
the principal path and elastic net on IHD and healthy samples with

miRNA data.

Methods Avg. Acc. Avg. St. Dev. Features Frequency

Elastic Net

0.41
0.74
0.57
0.68
0.52

0.03
0.03
0.07
0.13
0.12

miR-1227-5p
miR-3676-3p
miR-16-2-3p
miR-186-5p
miR-4788

0.80
0.60
0.60
0.40
0.40

Principal Path

0.80
0.68
0.64
0.61
0.79

0.08
0.07
0.02
0.04
0.08

miR-3162-3p
miR-4433-5p
miR-374c-5p
miR-374a-5p
miR-3135b

1.00
1.00
1.00
0.40
0.40

EN Age BMI miR-1227-5p miR-3676-3p miR-16-2-3p miR-186-5p miR-4788

Age 1.00 0.04 -0.11 0.11 -0.24 -0.19 -0.05

BMI 0.04 1.00 0.06 -0.48 0.11 -0.40 0.47

miR-1227-5p -0.11 0.06 1.00 0.16 -0.26 -0.09 -0.10

miR-3676-3p 0.11 -0.48 0.16 1.00 -0.30 0.04 -0.31

miR-16-2-3p -0.24 0.11 -0.26 -0.30 1.00 0.13 0.03

miR-186-5p -0.19 -0.40 -0.09 0.04 0.13 1.00 -0.16

miR-4788 -0.05 0.47 -0.10 -0.31 0.03 -0.16 1.00

FIGURE 3.80: Pearson correlation matrix between the five most fre-
quent features (miRNA) identified by elastic net and the confounding

factors (age and BMI).
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PP Age BMI miR-3162-3p miR-4433-5p miR-374c-5p miR-374a-5p miR-3135b

Age 1.00 0.04 0.07 0.13 0.01 -0.07 -0.05

BMI 0.04 1.00 -0.42 -0.33 0.26 0.38 -0.22

miR-3162-3p 0.07 -0.42 1.00 0.82 -0.52 -0.51 0.27

miR-4433-5p 0.13 -0.33 0.82 1.00 -0.45 -0.46 0.25

miR-374c-5p 0.01 0.26 -0.52 -0.45 1.00 0.69 -0.39

miR-374a-5p -0.07 0.38 -0.51 -0.46 0.69 1.00 -0.43

miR-3135b -0.05 -0.22 0.27 0.25 -0.39 -0.43 1.00

FIGURE 3.81: Pearson correlation matrix between the five most fre-
quent features (miRNA) identified by the principal path and the con-

founding factors (age and BMI).

In conclusion, although the association between some of the miRNA identified
by the PP and heart diseases has been observed in literature, no strong association
with IHD specifically has been identified. At the same time, two limits of the PP
feature selection method have been investigated. The first one is also common to
other feature selection techniques and merely depends on the input data: being BMI
an important confounder, most of the identified features are correlated with it and
their relevance is less evident when considering the causality with IHD. The second
issue comes from the feature selection method itself: identifying the most correlated
features might bring useful information to understand the disease, but the features
selected in this way are not only correlated with the disease but are also correlated
with each other. In other words, the features are not orthogonal and the amount
of information carried by each feature is inferior when compared to other feature
selection techniques (e.g. elastic net). Due to this, the features selected by the PP
may perform better singularly but they perform worse when combined together.
At the same time, being the features correlated between themselves and with the
confounding factors as well, a model including the confounders and those features
will necessarily perform worse than a model including the confounders and other
orthogonal features since the amount of information carried is larger. These issues
will be discussed in the following sections.

3.4.6 Adjusting for confounders

In order to investigate the first issue observed with the PP feature selection approach,
one can correct the data to take into account of the confounders effect. By using an
approach similar to the one reported in [112] one wants to exploit the residuals of a
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linear regression to "clear" the data from the effects of the confounders. In this work,
Authors considered a linear regression between the outcome and the confounders,
they then subtract the so predicted outcome to the original value in order to obtain
a new residual-outcome value which has been purified from the confounders effect.
In this thesis, a similar approach was implemented. Given an outcome variable
Y (healthy or IHD), a set of confounders variables C (BMI, sex and age) and the
remaining features set X (miRNA data in this case), one wants to study the effect of
both variables on Y:

Y = β0 + β1C + β2X. (3.1)

By using an approach similar to [112] it is possible to clear the features set X from the
effects of the confounders. To do so, one can use a linear regression model to predict
X using C only:

X̂ = α0 + α1C. (3.2)

Once this has been done, the residual Z can be calculated as the value of X which is
not explained by C (the part of X which is independent of C):

Z = X − X̂. (3.3)

Finally, the new value of Z is used as input to the original model to predict the
outcome Y considering only the part of X not affected by the confounders:

Y = γ0 + γ1Z. (3.4)

Therefore, this approach has been employed to get new values for miRNA which
did not take into account of the confounding factors effects.

The new residual matrix has then be used as input to repeat the analysis for both
elastic net and PP feature selection. Moreover, since the PP would keep selecting
features correlated between themselves, a new approach to mitigate this issue was
applied. This approach has been called recursive principal path. Starting from the
residual matrix as in (3.3), the first PP is computed on those data. Afterwards, the
best feature is identified as before (the most correlated one) and then the residual
matrix is re-computed using that feature as new variable to remove its effect from
the other features. This procedure is repeated until a desired number of features has
been identified:

RES1 = Z = X − α0 − α1C

RES2 = RES1 − a0 − a1Best_Feature_1

...

RESk = RESk−1 − b0 − b1Best_Feature_k−1.

(3.5)
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As before, this approach was repeated until it was possible to select five features.
Fig. 3.82 and 3.83 show the correlation matrices for the five most important features
selected by elastic net and PP. As one can see from these new figures, the correla-
tions among features and with the confounders are lower than before. Although
some significant correlation is still present, one is able to mitigate the effects of re-
dundant features using the PP feature selection. Nevertheless, these results can also
be compared with the features selected by lasso. Differently from lasso, elastic net
makes use of a double penalty (lasso and Tikhonov regularisations), thus it may
happen that features correlated between themselves are still included. On the other
hand, when features are correlated, lasso tends to pick one of them and automati-
cally exclude the others [27] reducing the redundancy in the final selected features.
Fig. 3.84 shows the correlation matrix of lasso features and confirms this result: fea-
tures selected via lasso are generally less correlated than those identified by elastic
net or the PP.

FIGURE 3.82: Correlation matrix between the confounding factors
(age, sex and BMI) and the five most frequent features (miRNA) iden-

tified by elastic net on residual data.
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FIGURE 3.83: Correlation matrix between the confounding factors
(age, sex and BMI) and the five most frequent features (miRNA) iden-

tified by the recursive PP on residual data.

FIGURE 3.84: Correlation matrix between the confounding factors
(age, sex and BMI) and the five most frequent features (miRNA) iden-

tified by lasso on residual data.
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3.4.7 Continuous diagnosis

Despite the new approach introduced in the previous section, lasso and elastic net
are still preferable feature selection methods for automatically identify predictive
and orthogonal features. Therefore, one can merge the two methods: on one side
one can exploit lasso/elastic net feature selection capabilities, on the other one it is
possible to use the PP to map the transition from healthy to diseased. Until now,
the healthy/disease prediction has been considered as a binary problem and thus
a classification task. However, the transition from healthy status to diseased is not
immediate and one can assume that it follows progressive steps. Given this, one
can also assume that a binary discrimination might not be the right approach to
investigate the causes of a disease. If one wants to predict not only the diagnosis but
also a patient’s prognosis, one wants to identify features that are not only predictive
but also progressive with the disease. In order to do this, it is possible to use the PP
to assign new progressive labels to each data sample. Fig. 3.85 shows an intuitive
example of what one would like to observe in this scenario: instead of having a clear
separation between the two classes (Fig. 3.85a), a gradual and progressive transition
is preferable (Fig. 3.85b).

Since the PP way points describe the transition between a healthy patient to one
affected by IHD, each way point can be seen as an intermediate stage of the illness
status. By using a classification algorithm such as the k-nearest neighbours, one can
assign to each sample a new progressive label related to the illness stage. Therefore,
one can convert a classification problem into a regression one and then use regres-
sion algorithms to perform the analysis as well as feature selection. The features
identified in this way are then, putatively, progressive with the illness status and
more robust and stable than those identified with a classification algorithm. These
features could be used not only to describe the binary healthy/sick status but also
to identify intermediate states of illness. The idea of transforming the diagnosis into
a continuous process comes from the ergodic theory in the statistical physics field.
The intrinsic time of a disease could last even for years but a longitudinal study (i.e.
a study in which the patients are observed for many years) is difficult to implement.
Due to this, in this kind of experiments one can "swap" time and space and instead of
observing some patients for a time span, one can observe many patients at a specific
time: as an alternative to study the time flow you can use a path (or many paths) to
capture the progress of the disease.

In order to validate this new approach, one can compare its results with those
of a lasso binary classification. Therefore, lasso has been employed for both binary
classification and regression. Moreover, to avoid compatibility issues between the
two methods, model selection was not performed and the level of λ regularisation
parameter was fixed a priori for the two models. The number of PP way points was
also reduced from 50 to 10 and then the twelve classes (ten way points plus starting
and ending points) were converted in a range between 0 and 1 to bring the problem
on the same scale of the binary classification. The performance of the analysis was
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(A) Classification with binary labels.

(B) Regression with continuous labels.

FIGURE 3.85: Example representation of the transition from a binary
to a continuous task.

evaluated using R2 and accuracy (by converting the twelve classes to binary again
by setting the standard 0.50 probability threshold). The five most important features
were used to build a logistic regression model to evaluate their performance in a
different way. The original data values were also used instead of the residual ones
since lasso feature selection allows to automatically select orthogonal features. In
other words, even if lasso selects the confounders as most important features, the
other features would not be correlated with them. Table 3.40 shows the results of
the analysis. The value of λ was set at 0.01 for both cases and the whole the data
set was used (i.e. without train/test splitting) to evaluate R2 and accuracy values.
On the other hand, the data set was split into training and test set to build the lo-
gistic regression models. The table reports the accuracy values and their respective
confidence interval using all the features selected by lasso, only the most important
five features and the five most important features excluding the confounders. As
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one can see, lasso generally performs better on the binary case in terms of both ac-
curacy and R2. Logistic regression scores similar results when using all the features.
When considering the first five features, binary lasso performs significantly better:
this is because the first five features include sex and BMI, while they do not appear
in the PP labels case. In fact, when not considering the confounders, binary lasso
still performs better but the spread is lower.

Although the regression lasso performance are lower compared to the binary
lasso, one important result emerged from the results. In all the analysis performed
until now, the confounders (BMI in particular), played an important role among the
selected features. However, as shown in Table 3.40, sex and BMI only appear in the
last positions. Therefore, this result was investigated and it has been observed that
this effect was due to the perturbation of the PP. In fact, when considering one PP
only (the one connecting the healthy and IHD centroids) and use it to relabel the
samples the results changed. In Table 3.41 the ten most important features for the
three cases are shown. As one can see, when considering one PP only, BMI and sex
acquire more importance. The performance also improved and now the PP-labelling
has higher R2 than the two previous cases. Accuracy also improved but it is still
lower than the binary lasso case. One can then conclude that using one single path
better maps the transition from healthy to IHD samples but it still does not guarantee
to get better results for the binary case.

Since it is not possible to establish a priori which method is better, one can ver-
ify the biological relevance of the most important selected miRNA. From a database
analysis emerged that of the ten features for both methods, four did not have a val-
idated target, including the one in common (miR-4672). The twelve remaining fea-
tures had seven common targets, namely APP, DICER1, MET, MYC, PTEN, RAB5A
and ZEB1. By further verifying the association between the targets lists and cardio-
vascular diseases, it was possible to identify 85 strong associations for the PP case. Of
these, 10 are in common with the lasso case and four are specifically associated with
IHD (DUSP1, VEGFA, RAB5A, ZEB1) [113]. On the other hand, binary lasso identify
169 associations of which 5 are associated with IHD (CCND1, KLF4, TNF, RAB5A
and ZEB1) [113], [114]. By considering these results only, the features identified by
binary lasso seem to have a slight better biological relevance than those identified
with the relabeling approach. However these features only consider the association
with the disease and none really takes into account of the progression with the dis-
ease itself. Unfortunately, there is no way to practically validate this new approach
to understand whether these features are actually associated with the evolution of
IHD, with one possible solution being the creation of a specific longitudinal data set
observing how the disease evolved in patients.
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TABLE 3.40: List of the most important features identified via lasso
with binary and PP labels using miRNA data.

Lasso Lasso PP Labelling

Features

BMI
miR-16-2-3p

Sex
miR-409-3p
miR-130a-3p
miR-340-5p
miR-1255a

miR-1227-5p
miR-4672

miR-142-5p
miR-186-5p
miR-628-5p
miR-582-5p
miR-339-3p
miR-497-5p

Age
miR-4306

miR-3676-3p
miR-22-3p

miR-181c-5p

miR-199b-5p
miR-374a-5p
miR-628-3p
miR-4672

miR-335-5p
miR-126-5p
miR-101-3p
miR-3127-5p
miR-1914-3p
miR-4653-3p
miR-141-3p
miR-301b

Sex
BMI

miR-20a-3p

R2 0.64 0.59
Accuracy 0.92 0.75

Logistic Acc. (CI) 0.80 (0.73, 0.86) 0.79 (0.72, 0.86)
Logistic Acc. (CI) - Top 5 0.83 (0.73, 0.93) 0.68 (0.61, 0.75)

Logistic Acc. (CI) - Top 5 - No Conf. 0.74 (0.67, 0.81) 0.68 (0.61, 0.75)

TABLE 3.41: List of the ten most important features identified via
lasso with binary, PP and one-PP labels using miRNA data.

Lasso Lasso PP Labelling Lasso One-PP Labelling

Features

BMI
miR-16-2-3p

Sex
miR-409-3p
miR-130a-3p
miR-340-5p
miR-1255a

miR-1227-5p
miR-4672

miR-142-5p

miR-199b-5p
miR-374a-5p
miR-628-3p
miR-4672

miR-335-5p
miR-126-5p
miR-101-3p

miR-3127-5p
miR-1914-3p
miR-4653-3p

miR-3651
BMI

miR-374a-5p
miR-4672

miR-141-3p
miR-219-5p
miR-101-3p

Sex
miR-432-5p
miR-144-5p

R2 0.64 0.59 0.71
Accuracy 0.92 0.75 0.82
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3.4.8 Feature selection stability

From all the analyses until now conducted, one important shared issue emerged
more or less independently of the machine learning methods used. This issue is the
feature selection (in)stability. Independently of the algorithm employed (classifica-
tion, regression or PP methods), it has been very hard to identify robust features,
i.e. features that are constantly selected by the various feature selection methods.
The main objective of this analysis was to identify possible bio-markers of IHD and
although this goal was partially achieved, the lack of a general consensus among the
methods employed is still an issue that should be solved in order to understand if
a feature might be a good bio-marker for the disease. Feature selection stability is
often overlooked in practice: most machine learning applications have a very large
amount of data available making the identification of stable features set less relevant.
However, when dealing with clinical and biological scenarios, one may be working
in a small sample regime with a limited number of samples. Moreover, biological
and omics data sets are also characterised by high dimensionality which further en-
hances the feature instability issue. When the number of features largely exceeds
the number of samples, even a small change in the training set can lead to different
results in terms of selected features. Feature selection stability can thus be defined as
the sensitivity of selected features to small perturbations in the training set [56]. In
the previous analysis the instability of feature selection has never been evaluated in
an objective way and it was merely observed as a persistent issue in all the analysis.
In section 2.6 different ways to quantify the feature selection stability were discussed
while here a new method to improve it will be proposed. Part of the results herein
exposed have been published in [115].

Given the advantages of the indices mentioned in section 2.6, they have been
used to evaluate the stability of the algorithms employed in the Oxford Street anal-
ysis. In particular, (2.55) was used for lasso and elastic net, while (2.56) was used for
random forest and SVM with RFE. These results were also compared with those ob-
tained using (2.57) to verify how the features redundancy affects the stability on this
data set. In the case of random forest and SVM a threshold of 10 was set to identify
a subset of features.

In order to evaluate the stability, the training and test splitting process has been
repeated for five times and the feature selection was performed for each of the splits.
The number of repetitions was limited to five since it was enough to evaluate the
stability for this case, but a higher number could have also been used. The leave-one-
out approach has not been considered because it was still possible to perform data
splitting. A 5-times repeated 2-fold grouped cross-validation was also performed
for model selection. By repeating the train/test split, it was possible to identify
the features that can robustly predict the health/IHD status using both miRNA and
metabolomics data. For each model, the first ten most stable features were selected
as those with the highest frequency and average importance weight.

The trade-off values between prediction accuracy and feature stability for each
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FIGURE 3.86: Accuracy/Stability trade-off between different feature
selection methods using miRNA and metabolomics data. The error

bars represent one standard deviation for each model’s accuracy.

of the four methods is displayed in Fig. 3.86. For each model, the corresponding
accuracy error bar (calculated with one standard deviation) is specified. As shown
in the figure, stability values vary a lot and only random forest on metabolomics
data reaches a high value of stability when considering the first index. However,
the dramatic decrease in SVM and RF effective stability might be due to the need to
set a threshold for the effective stability index, while the indices reported in the left
plots of Fig. 3.86 are calculated considering the features ranking. Spearman’s rank
correlation was used to consider feature redundancy to calculate (2.57).

The results show low stability for some of the proposed methods, especially
when considering the effective stability index values. This is probably because, in
the presence of many correlated and highly predictive features, the proposed algo-
rithms fail to consistently select the same features. This issue was already observed
in previous sections, where the only common feature identified were the confound-
ing factors (BMI and sex in particular). In order to mitigate feature selection instabil-
ity a new method which allows to reduce feature redundancy has been introduced.
This new approach will be discussed in the following paragraph.

3.4.8.1 Improving the stability of feature selection

In order to improve feature selection stability, an unsupervised feature selection fil-
ter to be applied before the supervised feature selection stage has been proposed.
Fig. 3.87 shows a schematic summary of the applied procedure. To perform this first
stage, the k-medoids algorithm was used. After transposing the input data matrix
the feature space is clustersed instead of the sample space, in the same spirit of co-
clustering [116] to select representative features. The representative features are the
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FIGURE 3.87: Description of the unsupervised feature filtering. After
having transposed the data matrix, a k-medoids algorithm is run on
the features. The feature-medoids only are then used for a subsequent

supervised feature selection.

cluster centers which will be used in the next step to perform the supervised feature
selection. By doing so, one is able to filter features a priori, independently of the
labels in an unbiased way. In other words, the filter should be based only on p(x)
instead of being based on p(y|x) distribution. The idea is that, if the features belong
to the same cluster, they are similar to each other and only the prototypical and most
central feature can be used to perform a classification without loss of information.

A similar process was proposed by [117], where a combination of clustering and
k-nearest neighbour has been employed, while [118] exploited k-means to cluster
features and a correlation measure to reduce redundancy. In this case, k-medoids has
been used since it selects prototypical features [41], whereas k-means [37] would not
perform a proper feature selection stage. Moreover, k-medoids is often more resilient
to outliers than k-means. Other clustering algorithms such as DBSCAN [119] or
mean shift [120] could have been used, however they share the same limitation of
k-means of not delivering real samples.

In this case, the elbow criterion [72] has been used to identify the optimal num-
ber of clusters: 81 clusters for the miRNA case and 5757 for metabolomics have been
identified. By doing so, it was possible to improve the stability of the proposed meth-
ods as shown in Fig. 3.88. More specifically, both stability and accuracy improved
when using miRNA data, as well as with metabolomics. However, in the second
case the improvements are less evident. This is probably due to the large amount
of metabolites selected with the elbow criterion. Moreover, the starting level of ac-
curacy in the metabolomics case was already high and the improvements are less
evident in this case.

As a further step, it was also possible to evaluate the stability of the selected
features between the four models in order to verify how much each algorithm is
consistent with the others. The same indices has thus been applied on the ten most
important features selected. The results are shown in Table 3.42. As one can see,
by using the unsupervised approach, stability between the models highly increased
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FIGURE 3.88: Accuracy/Stability trade-off between different feature
selection methods using miRNA and metabolomics data before and
after unsupervised feature selection. The error bars represent one

standard deviation for each model’s accuracy.

with miRNA data, while it worsened with metabolomics.
Therefore, this issue has been investigated by trying to change the number of

clusters used for k-medoids. The analysis was repeated by using 100, 300, 500, 1000,
2000, 3000, 5757 (the value determined by the elbow method), and 10046 (the ex-
treme case considering all the features) clusters. Fig. 3.89 shows the different lev-
els of stability scored according to the different values of k. As shown in the plot,
the elbow criterion did not find the optimal number of clusters in terms of stability
and it is clear that the effective stability index between the models fell into a lo-
cal minimum, explaining the massive decrease to -0.42. At the same time, neither
of the stability indices monotonically increased with lower values of k, confirming

TABLE 3.42: Stability among different classification methods. The
table shows the values of feature selection stability on miRNA and

metabolomics data before and after unsupervised feature filtering.

Before Clustering After Clustering
miRNA Φ̂(Z) 0.45 0.60

miRNA Φ̂C(Z) 0.11 0.52
Metabolomics Φ̂(Z) 0.47 0.45

Metabolomics Φ̂C(Z) -0.26 -0.42
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FIGURE 3.89: Variation of stability and effective stability measures
according to a different number of clusters on metabolomics data.

that simply decreasing the number of features is not enough to improve the stability
value. However, the selection of the optimal value of k is still an open issue since a
different number of cluster might be required to achieve a larger stability value.

As a final step, it was also possible to further analyse the results of the PP labelling
approach and verify the impact of the unsupervised filter on its feature selection.
Tables 3.43 and 3.44 show the values of average test accuracy and R2 for miRNA and
metabolomics respectively by employing the same algorithms used in the classifica-
tion case. While lasso, elastic net and random forest can be used for both classifica-
tion and regression tasks, support vector regression has to be exploited as SVM vari-
ant for regression. As one can see, the prediction performance improved for most of
the models but it is not possible to say which model’s version (binary or regression)
is the best. Moreover, when it comes to the stability of feature selection, most of the
models improved their stability after the unsupervised filter. As shown in Fig. 3.90
and 3.91, in some cases R2 slightly worsened but the stability was higher; in particu-
lar all the stability values increased after the features clustering with metabolomics
data. These findings point to the need to define whether it is more important the
prediction accuracy or the stability of the selected features in clinical and biological
scenarios.
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TABLE 3.43: Accuracy and R2 values before and after unsupervised
feature filtering on miRNA data with PP induced labels.

Methods
miRNA

Avg. Accuracy
(before)

Avg. Accuracy
(after)

Avg. R2

(before)
Avg. R2

(after)

Lasso 0.64 0.68 0.54 0.62
Elastic Net 0.69 0.70 0.63 0.68
SVM-RFE 0.70 0.71 0.65 0.71

Random Forest 0.63 0.63 0.73 0.65

TABLE 3.44: Accuracy and R2 values before and after unsupervised
feature filtering on metabolomics data with PP induced labels.

Methods
Metabolomics

Avg. Accuracy
(before)

Avg. Accuracy
(after)

Avg. R2

(before)
Avg. R2

(after)

Lasso 0.88 0.91 0.75 0.71
Elastic Net 0.87 0.89 0.76 0.74
SVM-RFE 0.89 0.90 0.70 0.75

Random Forest 0.89 0.89 0.79 0.75

miRNA

Effective Stability

FIGURE 3.90: R2/Stability trade-off between different feature selec-
tion methods using miRNA data before and after unsupervised fea-

ture selection.

FIGURE 3.91: R2/Stability trade-off between different feature selec-
tion methods using metabolomics data before and after unsupervised

feature selection.
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Chapter 4

Discussion and conclusions

In this chapter the results exposed so far will be discussed. As already stated, ma-
chine learning can have great potential when dealing with clinical, medical and bi-
ological scenarios. However, this potential cannot always be exploited by directly
using plain general purpose methods. As described in the previous chapter, many
issues affecting this kind of analysis have been detected, including:

• Limited sample size.

• High number of missing values.

• Categorical features.

• Correlation among features.

• Confounders and causality.

• Hidden variables.

• Non-binary diagnosis.

All of these aspects need to be taken in consideration if the aim of machine learn-
ing for clinical scenarios is to identify the factors causing a disease in order to sup-
port the diagnosis and prognosis processes.

Limited sample size and high number of missing values The limited sample size
is an issue affecting not only machine learning analysis but also any statistical anal-
ysis. Typically, the larger the sample size the more reliable are the results. While in
many other fields it is easier to collect a large amount of data, this is not the case of
clinical scenarios. In many cases it is challenging to build large data sets, especially
when the considered disease is rare and the number of patients is limited in the be-
ginning. If one considers the data sets analysed in this thesis, none of those had a
significant sample size and those which reached higher number also had many miss-
ing values. This is the case of the dyslexia and autism data set, where the original
samples sizes were over 1300 in both cases but after removing the missing values,
they dramatically fell to around 400 in the first case and less than 100 in the second
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one. This issue comes from the nature of the data set itself: if the data set is built just
by including medical records and there are many physicians involved in the process,
each doctor might fill some fields and not consider others. At the same time, if data
are collected in different time windows, some changing in the way of collecting data
may occur. Moreover, another important aspect to consider is the legal one. Being
clinical and genetic data considered sensitive, it is not always possible to share the
content of the data if the patients did not give their consent. This is for example
the case of osteogenesis imperfecta data, where some information is missing due to
the absence of patients consent. In fact, the EU General Data Protection Regulation
(GDPR) enhances the protection of personal data but also limits the possibility to
share data and creates new challenges for scientific research activities [121]. On the
other hand, the limited sample size might also be due to the design of the experi-
ment originating the data set. When investigating a specific research question there
is often the need to design the experiment from the beginning. Although, the experi-
ment design allows to control as many variables as possible, it is not always possible
to recruit many volunteers. In the case of the Oxford Street II data set, for example
a total of 60 participants were included in the experiments which is a very limited
number under a machine learning point of view. Moreover, some of the participants
left the experiment further reducing the sample size. In other cases, some problems
with the collection of the data (especially in case of omics data) may occur, generat-
ing even more missing values in the data set. Although some imputation techniques
exist, it is not always recommended to fill the missing data in this way, especially
when the number of missing values is very high. Thus, it would be preferable to
adopt more precaution in order to avoid loss of data in the beginning.

Categorical Features The large number of categorical features may affect the data
analysis. This issue seems characterise clinical data rather than biological or omics
data. Physicians often tend to summarise the patients diagnosis parameters with
binary or categorical values which are easier and simpler to understand in practice.
However, as shown in the osteogenesis case, this kind of features may lead to unex-
pected or trivial results. While supervised approaches do not suffer of this problem,
clustering and unsupervised methods are more susceptible to the presence of binary
features since they tend to create trivial groups which are not necessarily useful from
a clinical point of view. On the other hand, when using supervised methods this is-
sue is less evident: if a categorical feature is selected by the algorithm it means it
is actually useful for the prediction and thus it should be considered (unless it is
a confounder). Clearly, when dealing with biological data such as omics data, the
amount of categorical features is very limited considering that this kind of variables
are typically expressed as continuous values, thus in these cases, categorical features
do not affect the analysis. Therefore, if no label is available, one should be careful
in performing unsupervised learning on a data set with binary and categorical vari-
ables only. Where possible, categorical features should be treated properly. The most
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popular method to deal with them is using one-hot encoding: by doing so each cat-
egory is transformed into a binary set that can be used by any machine learning
algorithm. However, when many categories are present, this method will generate
as many new binary columns as the number of the categories increasing not only the
dimensionality of the data set but also the number of binary columns. Moreover, in-
creasing the number of binary features, not only increases the dimensionality but can
also bring other problems such as the creation of perfectly collinear features which
can affect the performance of some algorithms. On the other hand, categorical vari-
ables expressed as ordinal values, do not need such approach and can be treated as
continuous features, therefore they are preferable in these scenarios.

Correlation among features While categorical features mainly affect clinical data
sets, the presence of highly correlated features is often an issue with biological and
omics data. In these cases, the number of features is typically very high, especially
if compared to the the sample size. Moreover, many features coming from the same
biological or molecular pathway, or having similar methylation profile may show
high values of correlation or redundancy [122]. This is the case of the omics data
in the Oxford Street II data set. As shown in the previous chapter, the redundancy
among features not only affected the feature selection process but also the perfor-
mances of the algorithms. Reducing the number of available features also improves
the efficiency of learning tasks [123]. Dealing with highly correlated features is thus
imperative and specific approaches to mitigate this issue are needed. This is the rea-
son why an unsupervised clustering method has been proposed as new approach to
group features according to their similarity and reducing the data set dimensional-
ity a priori, independently from the labels. Indeed, even feature selection can bring
an overfitting component: using a unsupervised feature selection step can reduce
overfitting drammatically. The above shown results confirm that mitigating feature
redundancy can bring advantages in terms of both accuracy and stability of feature
selection.

Confounders and causality Another important issue affecting clinical and medi-
cal research is the causality relationship between the features and the outcome of
the analysis. One of the aim of clinical machine learning is to identify features that
can be used to predict or better understand a disease. In these scenarios it is crucial
to identify features or biomarkers that are not only correlated with the outcome but
also have a causal effect on it. This need is even more evident when confounding
factors are present in the data set such as in the case of the Oxford Street II data set.
Here, at least three possible confounders have been identified: age, sex and BMI of
the participants. As confounders, they are highly correlated with the outcome and
can be used to make the prediction, but they lack a proper casual relationship with
the diagnosis. For example, in this specific data set most of the samples affected by
IHD are actually males with high values of BMI and older than the healthy ones.
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Due to this, the algorithms can simply use these features to make the prediction but
they do not take into account that there is no a real casual relationship among the
features and the disease. Taking care of the confounding factors is crucial in order to
remove at least this misleading effect. One of the approaches that can be used to mit-
igate this phenomenon, is using the residuals of a simple linear regression model as
described in paragraph 3.4.6. Although this approach can help reducing the effects
of the confounding variables, it still presents some limits, such as the assumption
of a linear relationship between the confounders and the other features. The pres-
ence of confounders is often not well managed by the algorithms themselves. As
the previously exposed results have shown, most of the methods employed tend to
select some relevant feature (such as BMI) and others correlated with it. Neverthe-
less, the final features should be orthogonal among themselves. This issue can be
partially solved by filtering the features in an unsupervised way as described in the
previous chapter, but it still does not guarantee that the final features have a causal
relationship with the disease. In order to get this information it is necessary to verify
whether the features have been experimentally validated and there is a known rela-
tionship with a disease. Clearly with this approach it is not possible to discover if a
new variable can be a proper biomarker, unless an ad hoc experiment is set up. As
alternative, there is a need to develop specific machine learning algorithms which
take into account of causality and can identify more relevant features [124].

Hidden variables An interesting aspect that has been observed in this analysis is
the possible presence of hidden variables. This is mainly visible when considering
clinical data sets: here one can see that it is not always possible to classify patients
diagnosis according to the clinical features included in the data set. Considering
that the diagnosis process is based on the information collected by the physician, the
data reported should be those used to define the label. Therefore, a model trying
to predict the diagnosis should score 100% of accuracy for the prediction, at least
in principle. As shown in the previous chapter, this is not the case: this implies that
there is something not correct in the data or the learning method is confused by some
factors. Some problems could arise from mistakes in filling the data, such as typos
or missing values: if some values are mistakenly reported, the algorithm may be
affected by the wrong values and not classify correctly the patients. In other cases,
if the data set is large and has been filled by different clinical structures, such as in
the case of the osteogenesis data, many doctors with different experience and obser-
vations could have compiled the clinical information, unintentionally introducing
biases in the data. This means that the diagnosis process, particularly for bordeline
disorders, is possibly ambiguous, at least based on the available collected data. If
such subjectivity is introduced (either by inconsistent labeling, or hidden variables),
the process of learning gets frustrated and it is not possible for the machine to pre-
dict the diagnosis in a correct way. This creates the need to identify these hidden
variables and either finding a way to define and introduce them in the data set or to
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remove this effect from the beginning. This issue is even more visible in those cases
where the disease might be difficult to observe such as in the case of dyslexia or
autism disorder, especially when the discrimination is related to identify the specific
disorder rather then if the patients is sick or not. In the same way, when considering
the osteogenesis cases, the true difficulty stands in defining the specific type of OI
rather than the disease itself. The differences among the different types of OI are
very subtle and the doctor himself can find some complications into assigning the
correct type. This would explain why it was easier to classify certain types of OI (e.g.
type I versus type III or IV) while it was not possible to do the same with others (type
III versus IV). Even in the cases of good algorithm performances, the accuracy val-
ues never reached 100% showing that some information was missing from the data
set. The same issue does not concern biological and omics data. In these cases, one
does not have clinical information about the patients and the diagnosis only is avail-
able. Therefore one does not expect to reach perfect accuracy using omics data only
and the relationship between the features and the outcome is more complex. Nev-
ertheless, using this kind of data, it was possible to reach higher values of accuracy
when compared to clinical data sets. Obviously, the presence of hidden variables do
not affect biological data since the results come from a specific analysis (such as the
mass spectrometry for metabolomics) and no subjective opinion from the physician
is required. Therefore, when dealing with clinical scenarios it is important to define
a priori some standards for the diagnosis assignation in order to prevent the intro-
duction of any bias as much as possible. Omics data is also characterised by biases
such as batch effects, but they can be removed ab initio before any machine learning
activity [125], [126].

Non-binary diagnosis A final aspect that has been observed and analysed in this
thesis, is related to the way the diagnosis is defined. In all the considered data sets,
the diagnosis is expressed as a binary value (when only healthy and diseased data
are available) or as a categorical value (when multiple diagnoses are present). Defin-
ing a disease as a discrete value is surely the simplest and most intuitive way to es-
tablish if a person is sick or not since it allows to avoid identifying possibly ambigu-
ous intermediate status. Although its simplicity, there might be some cases where a
binary diagnosis is not the best choice. As described in the previous chapter (see sec-
tion 3.4.7), in some scenarios one wants to know not only if patients are sick but also
how much they are sick, i.e. in which stage of the disease they are. This information
is useful especially if one wants to study not only the diagnosis of patients but also
their prognosis. If an algorithm is able to predict the stage of the disease, it would
be easier not only to treat it in a more precise way according to the intensity of the
disease, but also getting information about how the disease will evolve and possibly
preventing or delaying the process. This aspect is also quite intuitive since in reality
the process of getting a disease is often not immediate but it follows a progression,
even if this progression is not easily observable and other instruments are needed,
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such as the study of a patient’s omics. The identification of a continuous diagno-
sis has been one of the research interests of this thesis. Therefore, a way to convert
a binary classification to a process which is continuous has been implemented al-
lowing to face the problem as a regression task. Despite some positive results, this
aspect needs further investigations in order to improve the conversion process and
fully validate this hypothesis. As alternative, another possibility is to create a priori
a data set including patients who are studied for a specific period of time, carefully
observing the evolution of a disease, if present. If the patients data would be col-
lected in a continuous way, there would be not the need to convert the diagnosis as
it would be expressed as a continuous value from the beginning.

4.1 Conclusions

Clinical data sets are an emerging field of application for machine learning algo-
rithms. Even though these methods proved successful, their systematic application
to medical and biological data remains an open issue due to the very nature of the
data itself. Although the use of machine learning can provide better insights into
medical analysis such as the prediction of pathologies or the identification of their
causes, several issues need to be addressed in order to simplify and improve the
learning process. In this thesis, different clinical and biological data sets were anal-
ysed with the aim to predict a patient’s health’s state or to stratify patients in sub-
groups while identifying the features that are most significant for the prediction of
the health status. In particular, four different clinical data sets and one omics data
set were analysed. For each data set, different issues that should be addressed when
performing clinical machine learning have been identified, since they might be a
true obstacle in performing the analysis. The first data set considered was related to
patients affected by different kind of disorders such as language disorders, dyslexia
and other intellectual and learning disabilities. Here, one wanted to predict the pa-
tients status of health but performing a multi-class classification did not score good
results. At the same time, unsupervised learning failed to identify clearly distinct al-
ternative groups of patients. A similar data set is the one related to patients affected
by autism spectrum disorder and other language or cognitive disorders. As in the
previous one, healthy samples were not available and performing a classification
was tricky especially considering the large number of missing values. However, by
converting the problem into binary tasks it was possible to achieve positive results
in classifying patients affected by development disorder autism versus all the others.
Nonetheless, in both cases, the data sets presented a very large number of missing
values, hence increasing the sample size would be useful to improve the reliability of
the results. The third and fourth data sets analysed were related to patients affected
by osteogenesis imperfecta. The two data sets corresponded to two different ver-
sions of the same database including different types of osteogenesis. Here the aim
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of the analysis was to identify possible new alternative groups of patients accord-
ing to their clinical information. Although this goal can be easily achieved by using
a clustering algorithm, the large number of categorical features highly affected the
analysis. Since only few continuous variables were present, clustering algorithms
failed to identify non-trivial groups of patients that could have been useful to un-
derstand specific characteristics of patients affected by OI. At the same time, using
the original labels to perform a supervised analysis did not bring the expected re-
sults: it was possible to positively classify only patients of OI types I and III or I and
IV, while other combinations did not achieve significant results. From the analyses
of these four clinical data sets few issues affecting the analysis emerged, namely the
large number of missing values, the presence of many categorical features and more
importantly, the possible presence of not observed hidden variables which deter-
mine the diagnosis. All these issues need to be addressed in order to make machine
learning a reliable instrument for diagnosis support. If not, the algorithms perfor-
mance might be poor and the results could be trivial and less useful in practice.
When moving to a different kind of data set, such as the multiomics Oxford Street II
data set, most of these issues disappeared. Despite omics data do not bear categori-
cal features or hidden variables problems, they brought other difficulties. Being the
data set based on a designed experiment, the number of samples was limited in the
beginning while the number of features was very high. It is known that high dimen-
sionality brings some trouble when employing machine learning analysis, especially
when the number of samples is small. Here it was possible to score very positive re-
sults in terms of classification accuracy when trying to classify healthy patients and
those affected by ischemic heart disease. The good prediction performance opened
the door to other kind of analysis and in particular the identification of the most rel-
evant features. This process has been particularly tricky due to the lack of consensus
of the employed machine learning methods. This is due not only to the high di-
mensionality of the data, but also to the large number of correlated features. While
this issue does not affect clinical data sets, in biological and omics data it is very
common for the features to be highly correlated since they often belong to the same
biological pathway or are related to the same biological processes. The feature selec-
tion instability is often overlooked in practice but it is of tremendous importance in
clinical and biological scenarios. In these cases the identification of new biomarkers
requires that the selected features are reliable. As a first step, one needs to be sure
that the algorithms will not choose different features when there are changes in the
training data. To solve this issue, bringing from the co-clustering approach, an un-
supervised filtering method has been proposed to group features according to their
similarity independently from the outcome. By doing so, feature redundancy has
been reduced and both stability and prediction accuracy improved for the miRNA
and metabolomics cases. Although it was possible to mitigate the feature selection
instability, other issues associated with omics data have also been investigated. In
particular, the presence of confounders and the study of causality are two important
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topics that should be considered when working in these scenarios. In order to get
reliable and relevant biomarkers, one needs to consider the possible presence and
impact of confounding factors, as it was the case of age, sex and BMI in the consid-
ered data set. These features do not explain the diagnosis but their effect tends to
affect the algorithms performances: despite their high prediction power, they lack
of a causality relationship with the diagnosis, leading to misleading results. While
one may take care of confounders by using the residual approach shown in the pre-
vious chapter, the study of causality is still an open issue and new ways to make
machine learning algorithms consider this aspects are needed [124]. A final matter
of interest was the nature itself of the diagnosis. In most clinical and biological data
sets the diagnosis is expressed as binary or categorical value and not as a continuous
one. Since the diagnosis process is time-dependent, it would be useful to consider
the diagnosis as a continuous process allowing not only to study the progression of
the disease but also opening the possibility to predict the specific stage of the dis-
ease. This would also be useful in creating prognostic tools. Since no continuous
data were available, by exploiting the principal path algorithm one can create a path
connecting healthy patients to diseased ones. By doing so, one is able to relabel the
samples and assign them a progression value leading to the IHD status. Despite the
positive results and the potential of this method, further investigations are needed
in order to validate this approach, especially when it comes to the validation of the
potential biomarkers since the information available in the literature is related to the
disease status and not to its intermediate stages.

Considering all these issues and the high potential of machine learning for clin-
ical data, one should approach this research field very carefully since many aspects
can highly affect not only the performance but also the meaning of the results. After
having deeply investigated the results of these analyses, one can state that in order
to facilitate the learning process and getting truly reliable results, clinical data sets
should be created ad hoc for this kind of research. In particular, due to the partial
unreliability of clinical information and the possible lack of consistency in medi-
cal diagnosis, more objective information such as omics data should be preferred.
Moreover, in order to reduce the effect of possible confounders, a randomisation of
samples is imperative. Hence the creation of this kind of data sets should be set
up not too differently from a clinical trial in order to reduce to the minimum all the
possible biases introduced by external factors. From this perspective, a smaller but
more controlled data set would be preferred to a larger data set where most of the
issues that have been described are present. Future research will be focused on the
in-depth analysis of these issues to identify new ways to address and mitigate all
these problems. Only when all these issues will be solved, one could be certain of
the results and trust machine learning algorithms as a true means to support clinical
decisions beyond the single cohort and beyond the single, often partial and unsatis-
factory, outcome-variable association.
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