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Abstract 

The two-metal-ion architecture is a structural feature found in a variety of RNA-

processing metalloenzymes or ribozymes (RNA-based enzymes), which control the 

biogenesis and the metabolism of vital RNAs, including non-coding RNAs 

(ncRNAs). Notably, such ncRNAs are emerging as key players for the regulation of 

cellular homeostasis, and their altered expression has been often linked to the 

development of severe human pathologies, from cancer to mental disorders. 

Accordingly, understanding the biological processing of ncRNAs is foundational 

for the development of novel therapeutic strategies and tools. Here, we use state-of-

the-art molecular simulations, complemented with X-ray crystallography and 

biochemical experiments, to characterize the RNA processing cycle as catalyzed by 

two two-metal-ion enzymes: the group II intron ribozymes and the RNase H1. We 

show that multiple and diverse cations are strategically recruited at and timely 

released from the enzymes’ active site during catalysis. Such a controlled cations’ 

trafficking leads to the recursive formation and disruption of an extended two-metal-

ion architecture that is functional for RNA-hydrolysis – from substrate recruitment 

to product release. Importantly, we found that these cations’ binding sites are 

conserved among other RNA-processing machineries, including the human 

spliceosome and CRISPR-Cas systems, suggesting that an evolutionarily-converged 

catalytic strategy is adopted by these enzymes to process RNA molecules. Thus, our 

findings corroborate and sensibly extend the current knowledge of two-metal-ion 

enzymes, and support the design of novel drugs targeting RNA-processing 

metalloenzymes or ribozymes as well as the rational engineering of novel 

programmable gene-therapy tools. 
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Chapter 1. Biological Functions and Therapeutic 

Relevance of RNA Molecules 

 

1.1 The Rise of Non-Coding RNA 

According to one of the long-standing principles of cellular biology,1 the 

ribonucleic acid (RNA) is a fundamental component of living cells, being essential 

for the expression of genes in all domains of life. Indeed, RNA comes in many 

shapes to support the information transfer from genes to proteins in the cells. One 

crucial RNA molecule for this process is the well-known messenger RNA (mRNA), 

which is transcribed from the genomic DNA and functions as a ready-to-read frame 

for the protein translation machinery. Moreover, two additional RNA molecules, the 

ribosomal and transfer RNAs (rRNA and tRNA, respectively), together contribute 

to proteins’ synthesis. Specifically, the rRNA constitutes the molecular platform for 

the assembly of the ribosome, the macromolecular structure in which amino acids 

polymerization occurs.2 As well, the tRNA supports such polymerization, 

deciphering the mRNA’s information content by recognizing specific nucleotides 

triplets, and favoring the recruitment of the correct amino acid for the proper 

elongation of peptides.2  

In line with their functions, the mRNA, rRNA, and tRNA molecules are 

categorized into two main classes. While the mRNA is a protein-coding transcript, 

both rRNA and tRNA are also known as non-coding RNAs, since they do not 

encode any information for protein sequence.3 Surprisingly, despite the clear 

importance of proteins for the regulation of cellular homeostasis, only a small 

amount of the human genome encodes protein-coding transcripts. Indeed, the vast 

majority of genes encodes for ncRNAs (~70%).4 In recent years, several efforts have 

been made to identify and characterize the types and functions of these ncRNAs, 

both in humans as well as in fungi, viruses, and bacteria. Importantly, there is 

nowadays evidence of regulatory ncRNAs that are functionally involved in the 
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modulation of crucial cellular processes, such as translation, splicing, gene 

expression, immunity, and metabolic protein regulation, as well as viral and 

bacterial infections.3,5 Thus, these pieces of knowledge have extended the 

importance of RNA from its central role as a DNA-to-protein information-

transferring linker to a more sophisticated molecule, which can directly modulate 

the cellular homeostasis by interacting with a heterogeneous plethora of binding 

partners – as much as like is observed for proteins. Accordingly, the discovery of 

ncRNAs represents a crucial breakthrough in life sciences, paving the way for the 

understanding of previously uncharacterized metabolic pathways and possibly 

expanding the number of druggable targets for the treatment of severe human 

diseases, as shown by the growing interest in the development of RNA-targeted 

small molecule drugs.6–8   

 

Figure 1.1: Experimentally determined RNA structures in the nucleic acid database. (A) The number of structures 
in the nucleic acid database for apo RNA, RNA-drug, and RNA-protein complexes is reported as a bar plot for RNA 
fragments (cyan to dark-cyan), viral RNA (orange), riboswitches (purple), ribozymes (pink), tRNA (green), rRNA 
(yellow), and RNA aptamers (brown). (B–G) Representative structures are shown as cartoons for viral RNA (B), 
riboswitches (C), ribozymes (D), tRNA (E), rRNA (F), and RNA aptamers (G). Divalent (green), and monovalent (purple) 
cations are represented as spheres, when present in the original structure. 
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One of the most characterized human ncRNAs are the so-called microRNAs 

(miRNAs). These are transcribed in the cells’ nucleus by the RNA Polymerase II as 

pri-miRNA of ~3000 nucleotides, which are then processed by the RNase III Drosha 

to form a pre-miRNA of ~80 nucleotides that is translocated into the cytoplasm. 

Here, the pre-miRNA is cleaved by the RNase III Dicer to synthesize the 

biologically active miRNA, a double-stranded RNA of ~20 nucleotides.9 At this 

point, these short miRNAs can pair a complementary sequence located at the 3’ 

untranslated regions (3’UTRs) of their target mRNA. As a consequence of this 

binding event, the translation of the target mRNA is suppressed, such that the 

expression of the mRNA-encoded protein is inhibited. It has been shown that more 

than 60% of humans mRNAs express miRNA binding site at their 3’UTRs, and that 

one single miRNA can complementary target multiple mRNAs, suggesting a 

complex and broad mode of action of such miRNAs.10 Importantly, an altered 

expression of tissue-specific miRNA has been related to the development of several 

human diseases, including many types of cancer and severe mental disorders.5 As 

such, miRNAs have been recently recognized as an attractive and promising target 

for the development of novel therapeutic agents – including small molecule drugs – 

to treat such disorders. For instance, the small-molecule Targaprimir-515 was 

recently reported to selectively target the miR-515 hairpin precursor to sensitize 

HER2-negative cancer cells to Herceptin. Additionally, the biogenesis of the well-

recognized tumorigenic miR-21 has been targeted with small molecule drugs, 

including some neomycin-aminoacid-artificial nucleobase conjugates.  

As opposite to short miRNAs, the so-called long-non-coding RNA (lncRNA) are 

mammalians transcripts longer than 200 nucleotides that do not encode for proteins. 

Intuitively, because of the weak boundaries defining this class, lncRNAs gather 

together very different kinds of transcripts, from both functional and structural 

perspectives. In general, lncRNAs were initially believed to act via promiscuous 

low specificity mechanisms primarily connected only to their transcription in cis.11 

However, in the last five years, it has emerged that lncRNAs possess discrete tertiary 

structure motifs involved in the establishment of selective interactions with partner 
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proteins, which can occur in multiple ways.11 In fact, lncRNAs may be characterized 

by highly ordered tertiary architectures, as observed for protein systems, but may 

also adopt less compact conformations, characterized by disordered single-stranded 

motifs and preserving folded protein binding sites at their structural periphery. 

However, despite the likely diversity of lncRNAs molecular architectures, these 

structures can be surprisingly related to those of proteins in terms of main structural 

features for functionality, as exemplified by the remarkable similarity found 

between two-metal-ion-centered ribozymes and proteins. These considerations 

suggest that ncRNA structures are often playing a very important role in regulating 

critical cellular processes, such as chromatin modification, transcriptional and post-

transcriptional regulation.12 Indeed, the altered expression of lncRNAs has been 

related to several human pathologies, including several types of cancer as well as 

mental disorders, like schizophrenia and Alzheimer’s disease.13 Notably, the 

importance of lncRNAs in the development of such diseases is further underscored 

by the recent efforts to target these ncRNAs with several drug design approaches, 

including the development of antisense nucleotides.14 

Another well-characterized class of ncRNAs is that of bacterial riboswitches. 

These aptamers are constituted by folded but flexible RNA strands located at the 5′-

untranslated region of the bacterial mRNA. Riboswitches act as molecular sensors 

that react upon recognition and binding of specific endo- or exo-metabolites, such 

as metal ions or small organic molecules. These binding events induce specific 

riboswitch conformational changes, which modulate the translation of the 

downstream mRNA, affecting the response to environmental stress and preserve 

bacterial cell’s homeostasis. Notably, it has been shown that riboswitches control 

vital metabolic pathways in well-known bacterial pathogens, like Bacillus Subtilis, 

Escherichia Coli, and Staphylococcus Aureus, to mention some of them.15,16 Thus, 

it is not surprising that – in the era of bacterial multidrug resistance – several 

research efforts have been focused on the design and development of riboswitches’ 

inhibitors able to promote the dysregulation of bacterial metabolic pathways, 

ultimately functioning as antibiotics. By way of example, synthetic mimics of the 
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flavin nucleotide have been designed to block the activity of the target riboflavin 

riboswitches, resulting in the inhibition of growth of several bacterial cells, 

including C. Difficile and E. Coli.17,18 

 

1.2 The ribozymes: catalytic RNA molecules 

A particular class of ncRNA is represented by the so-called ribozymes, which are 

RNA molecules that directly catalyze the transesterification of 3’,5’-phosphodiester 

bonds. These RNAs were characterized for the first time in the early ’80s, and for 

their discovery, the Noble Price in Chemistry was awarded in 1989 to the two 

ribozymes’ pioneers Tom Cech and Sid Altman. In 1981, the first one observed that 

one RNA sequence contained in the mRNA of the protozoan Tetrahymena 

thermophila could excise itself from the mRNA.19 In 1983, Sid Altman discovered 

that the protein component of the protein-RNA complex RNase P was not essential 

for RNA cleavage.20 Since then, several kinds of ribozymes have been found in the 

cellular transcripts of all domains of life, supporting the importance of the role they 

fulfill in living cells, as discussed below.  

Catalytic RNAs can be classified according to several principles. The most 

convenient categorization for the scope of this thesis can be based upon ribozymes’ 

catalyzed reaction and comprises two main classes: self-cleaving and self-splicing 

ribozymes. To the first class belong relatively small ribozymes whose catalytic cycle 

is limited to a single step nucleolytic reaction. In general, this follows an SN2-like 

mechanism, in which the 2’-OH nucleophile attacks the adjacent 3’-phosphate to 

cleave the 3’,5’-phosphodiester bond, resulting in the formation of 2’,3’-cyclic 

phosphate and the release of 5’-OH RNA products. This class includes 

Hammerhead, Hairpin, Varkud satellite, HDV ribozymes, Twister, Pistol, and the 

glmS ribozymes. Certainly, several sub-classifications can be made according to 

particular reaction mechanisms adopted by each catalytic RNA. For example, the 

Hammerhead ribozyme has been proposed to follow a general acid-base catalytic 

mechanism, in which the nucleophile 2’OHC17 is activated by N2G12, which 
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functions as a general base. Upon activation, the nucleophile can attack 3’,5’-

phosphodiester bond between C17 and C1, which is depolarized by the 2’OHG8, 

acting as a general acid. This mechanism has been validated via both experimental 

and computational investigations.21,22 These last, suggested that one Mg2+ ion is 

transiently recruited to lower down the pka of 2’OHG8, which otherwise would be 

too high to depolarize the 3’,5’-phosphodiester bond.23 Several other catalytic 

mechanisms are adopted by other small self-cleaving ribozymes, and a detailed 

discussion of them is out of the scope of this thesis. In general, the wide variety of 

precise catalytic strategies adopted by relatively short RNA sequences, and their 

abundance in living organisms, is representative of the importance that RNA might 

have played in the early stages of life’s evolution.  

 

 

Figure 1.2: The catalytic mechanism of the Hammerhead ribozyme follows a metal-ion-aided acid-base strategy. 
(A) The three-dimensional structure of the hammerhead ribozyme (PDBid: 3ZP8) is represented as a green cartoon, 
while the active site residues are highlighted in black, in the blue circle. (B) The catalytic mechanism is reported. Notably, 
one divalent metal ion is suggested to favor the activation of the reactants for catalysis.  
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As opposite to one-step catalysis adopted by self-cleaving RNAs, self-splicing 

ribozymes follow a two-step catalytic mechanism in which two consecutive SN2-

like transesterification reactions are performed. Among the most studied self-

splicing ribozymes are the group II introns, which catalyze their self-excision from 

the host RNA sequence and the subsequent re-joining of the resulting two pieces of 

RNA (exons).24,25 These catalytic RNAs are found in many plants, fungi, and 

bacteria, where they crucially regulate the expression of genes, being thus vital for 

those organisms.26,27 For this reason, they represent an attractive target for the 

development of novel drugs as antimicrobial agents.28 Moreover, since the catalytic 

cycle of group II introns is reversible,29,30 these ribozymes can also catalyze reverse 

splicing, a foundational reaction for the biological process known as intron 

invasion.31 During this, the intron recognizes a specific host RNA (or DNA) 

sequence and inserts itself into it, ultimately spreading across and altering the 

genome of the host.32 Owing to this functional property, group II introns are also 

considered promising biotechnological tools that can be engineered and 

programmed to insert themselves at specific sites of the host genome and alter the 

expression of pathogenic genes,33 with promising applications for gene therapy, as 

like as CRISPR-Cas systems.  

The biological and catalytic activity of group II introns is strictly linked to their 

structural properties, which have been extensively characterized for the family of 

group IIC introns (hereafter referred to as introns).  These introns are long RNA 

sequences, made up of more than 400 nucleotides that are folded in a highly ordered 

3-dimensional architecture, in which six different domains interact with each other 

to form the catalytically competent conformation.34–37 Domain 1 (D1) is the largest 

domain, folds in a shell-like structure, and functions as a central hub for the 

assembly of the other five domains.34 Notably, several long-range contacts 

guarantee the proper and stable folding of the D1. Among them, the so-called z-

anchor is established between the helices I(ii) and IC and support the reciprocal 

positioning of the stems.38 Another crucial structural motif of the D1 is the five-way 

junctions, comprised of the T-loop substructure (U31, G32, A33, G34, A245, and 
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A35; numbering as in PDBid: 4FAQ), which helps the correct orientation of the 

longest stems of D1 and set the stage for the overall folding of this domain.38 

Nonetheless, the D1 comprises also the Exon Binding Site 1 (EBS1) sequence, 

which is responsible for the recognition of and pairing with the Intron Binding 

Sequence 1 (IBS1) presented by the complementary exon.34 The formation of such 

interaction is crucial for the intron to recognize its excision/insertion site.39 

Accordingly, in more complex and highly-evolved introns, more than one EBS is 

found at the D1 to enhance the selectivity of the exon sequence recognition.40  

 

 

Figure 1.3: The highly ordered 3D architecture of group II intron set the stage for catalysis. (A) The 3D structure 
of the Oceanobacillus Hiyeiensis group II intron is reported as surface (PDBid: 4FAQ). The Domain 1 (grey), Domain 
2 (blue), Domain 3 (orange), Domain 4 (pink), Domain 5 (yellow), together with the J2/3 junction (purple), and the 5’ 
exon (green) are highlighted. (B) The active site of the group II intron, including the catalytic triad and the two-nucleotide 
bulge (yellow), as well as the J2/3 (purple) and the 5’ exon (green) are shown as cartoons. The two catalytic M1-M2 ions 
(orange) and the nucleophilic water (red) are represented as spheres. 

 

Domain 2 (D2) and domain 3 (D3) are accommodated at the basis of the D1, with 

which they interact through a series of minor groove triples and ribose zippers.38,41 

The D2 is fundamental to orient the domain 6 (D6), which brings the branch-point 

Adenosine, the nucleophile of the first splicing step.42 On the other hand, the D3 
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functions as a catalytic effector.43 Most importantly, a series of three nucleotides 

connecting the D2 and D3 form the so-called J2/3 junction (A287, G288, C289), 

which projects into the core of the intron.35 Here, the J2/3 forms the catalytic triple-

helix site together with the nucleotides of Domain 5 (D5). Notably, the nucleotides 

of the J2/3 are among the most conserved of the intron, together with those of the 

so-called catalytic triad (C358, G359, C360) found at the D5.35 Such a highly-

structured active site is docked into the D1, where it is stabilized via the D1-D5 

tertiary contacts κ−κ’, λ−λ’, and ζ−ζ’, and by the presence of the D4, which sits at 

the bottom of the D5 ensuring its docking.34 Importantly, the positioning of the D5 

supports its structural folding, which is crucial for catalysis. Indeed, D5 

conformation is characterized by a stem and a terminal loop that are separated by 

one flexible two-nucleotide bulge, which is fundamental to recruit two catalytic 

Mg2+ ions that are ultimately responsible for the alignment and activation of the 

reactants during the splicing.37  

Group II introns' self-splicing proceeds with two consecutive transesterification 

reactions catalyzed via the so-called two-metal-ions mechanism. In the first splicing 

step, the 3’,5’-phosphate bond bridging the intron and the 5’-exon (5’-splice site) is 

aligned at the catalytic site, where is directly coordinated by both the Mg2+ ions 

(M1-M2), sitting at ~4Å from each other.35 Specifically, the M1 also coordinates 

the 3’-oxygen of the 5’-exon, and contributes to the depolarization of the 

phosphodiester bond. Instead, the M2 coordinates the nucleophile, promoting its 

deprotonation to favor the nucleophilic attack at the scissile phosphate.44 At this 

point, the transesterification reaction occurs via an SN2-like mechanism, proceeding 

with the formation of a pentacovalent, planar transition state, and resulting in the 

release of the free 5’-exon.44 The second step of splicing occurs after the crucial 

structural rearrangement of the intron,35 which leads to the alignment of the 3’-splice 

site at the active site (see Chapter 3). Upon alignment, the same SN2-like 

transesterification reaction occurs with inverted chemistry. That is, the metal M1 

now activates the nucleophile 3’-oxygen of the 5’-exon, while the metal M2 

depolarizes the scissile phosphate at the 3’-splice site. Notably, group II introns 



21 
 

splicing can follow two different pathways: the hydrolytic or the branching path. At 

the end of the splicing, the reaction products will depend on the nucleophile of the 

first reaction step. Indeed, if the first-step nucleophile is a water molecule, the 

hydrolytic pathway is followed and, thus, the spliced 3’,5’-exons and the free linear 

intron are released.45,46 On the other hand, if the first-step nucleophile is the 

branching Adenosine (located at the D6), the splicing proceeds via the branching 

pathway, resulting in the release of the spliced 3’,5’-exons, and the free lariat 

intron.47,48   

Remarkably, the splicing cycle catalyzed by the group II intron has several and 

profound similarities to that operated by the human spliceosome, the 

macromolecular machinery that is responsible for the maturation of protein-coding 

mRNA in human cells. Indeed, both these molecular systems share the active site 

architecture, in which a two-metal-ion-based set of transesterification reactions is 

directly catalyzed by RNA molecules.25,38 This evidence has been supported at first 

by several chemical biology experiments, and, most recently, by the release of X-

ray and Cryo-EM models of both the group II introns and the spliceosome,25 

respectively. Thus, because of the chemical, structural and functional similarities, 

the group II introns are considered to be evolutionary ancestors of the human 

spliceosome. Accordingly, group II introns represent a great molecular system to 

model the spliceosome functional properties. Indeed, the characterization of the 

principles that regulate group II intron catalysis can be of crucial importance to 

decipher the biological mechanism underlying the spliceosome activity,49 which is 

essential for protein synthesis (see Chapter 5). Moreover, altered splicing functions 

have been related to the development of several human diseases, including 

Duchenne50 and Becker51 muscular dystrophy as well as the spinal muscular atrophy 

(SMA),52,53 among the others.54 As a matter of fact, the human spliceosome is the 

target of several FDA-approved Antisense Nucleotide-based therapies,55,56 and the 

first small molecule drug targeting the human spliceosome has been approved as 

well for the treatment of SMA, recently.57,58 Thus, structural and functional insights 

of the group II intron and the human spliceosome can ultimately support the 
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development of novel therapeutic approaches to target altered splicing functions 

observed in severe human diseases.  

 

Figure 1.4: The splicing cycle catalyzed by group II introns. (A) Two reversible transesterification reaction are 
catalyzed at the active site of the intron to join the 5’- and the 3’-exon. Notably, a structural rearrangement is needed to 
release the first-step reaction products and align the second-step reactants. Most importantly, the final splicing products 
depend on the nature of the nucleophile. Indeed, if the nucleophile is a water molecule (B), the splicing finish with the 
release of a linear intron. On the other hand, if the nucleophile is the branching Adenosine (C), the splicing follows the 
branching mechanism, and a lariat intron is released.  

 

1.3 The enzymatic processing of RNA molecules 

As discussed in the previous paragraphs, RNA is an essential component of living 

cells. Thus, several enzymes have structurally and functionally evolved to carefully 

control RNA biogenesis and metabolism. Two main chemical reactions are at the 

basis of these essential biochemical processes: the polymerization and the 

hydrolysis of RNA strands. The first one is catalyzed, e.g., by the so-called DNA-

dependent RNA polymerases, which are thus responsible for the synthesis of both 

coding and non-coding RNA transcripts.59 On the other hand, RNA nucleases 

(RNases) catalyze the hydrolysis of RNA molecules, and are thus involved in a 

broad class of cellular processes, from DNA replication to RNA processing, 

silencing, and interference. Specifically, the Ribonuclease H (RNase H) represents 

a prototypical example of an RNA-processing enzyme. RNase H belongs to the 
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retroviral integrase superfamily, and hydrolyzes RNA strands when found in 

RNA:DNA hybrids.60 For this reason, it plays a crucial role in removing the RNA 

primers used to start the synthesis of the Okazaki fragments during DNA 

replication.61 RNase H has been the first enzyme of its class for which the 3-

dimensional structure has been determined.62,63 RNase H most conserved structural 

core is characterized by five stranded β-sheets and a variable series of α-helices that 

are arranged to form the cleft in which the RNA:DNA hybrid is accommodated. 

Here, four invariant residues form the so-called DEDD motif, which directly 

coordinates two catalytic Mg2+ ions. The catalytic mechanism adopted by RNase H 

to perform RNA hydrolysis is similar to that discussed for group II introns, and it 

has been extensively characterized by means of both biochemical, structural, and 

computational evaluations. Indeed, high-level-of-theory quantum 

mechanics/molecular mechanics (QM/MM) calculations have shown that the 

catalytic strategy adopted by the RNase H follows an associative two-metal-aided 

mechanism, in which the two catalytic Mg2+ ions support the stabilization of both 

the transition state and the leaving group.64 Notably, similar calculations have also 

shown that the presence of two Mg2+ ions is a strict catalytic requirement, as the 

replacement of these metals with either Ca2+ or Na+ ions impairs the RNase H 

catalysis.65 Additionally, equilibrium molecular dynamics simulations have been 

employed to characterize the effect of Mg2+ concentration on RNase H catalytic 

mechanism, showing for the first time that additional metal ions can be transiently 

recruited at the enzyme’s active site during catalysis.66 Taken together, these studies 

have contributed to the characterization of the catalytic cycle operated by RNase H, 

and have underscored the functional importance of the two-metal-ion-based 

mechanism for the general processing of RNA molecules.  
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Figure 1.5: The two-metal-ion architecture is a structural feature found in several nucleic acids’ processing 
metalloenzymes. (A) The structural of the prototypical metalloenzyme RNase H (white) in complex with an RNA:DNA 
hybrid (green:red) is highlighted as cartoon. (B) The catalytic DEDD motif (white) and the reaction RNA substrate 
(green) are reported as sticks, while the catalytic metals M1-M2 (orange) and the nucleophilic water (red) are highlighted 
as spheres.  

 

1.4 Extended two-metal-ion architectures for RNA processing 

The two-metal-ion mechanism used by both Group II introns and RNase to 

process RNA molecules was proposed in 1993 by Steitz and Steitz building upon 

the X-ray structures of alkaline phosphatase and the exonuclease domain of the 

DNA polymerase-I.67 These structures captured the active site of both the enzymes, 

where two divalent metals (M1-M2), sitting at ~4Å from each other, directly 

coordinate the reaction substrates. Accordingly, Steitz and Steitz proposed that both 

the ions are involved in the alignment of the substrate while, specifically, M1 is 

responsible for the activation of the nucleophile and M2 promotes the stabilization 

of both the transition state and the reaction products.67 Outstandingly, this 

mechanism has been confirmed by several other structural and biochemical 

evidence obtained for a wide variety of nucleic acid processing enzymes, like DNA 

and RNA polymerases,59 exo-, and endo-nucleases,68,69 and also topoisomerases.70 

Indeed, these enzymes share an extraordinarily conserved catalytic core, in which 

two structured divalent metal ions are precisely positioned to directly participate in 
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catalysis.69 As a matter of fact, the importance of this evolutionarily conserved two-

metal-ion cluster is further shown by the number of drugs targeting this structural 

architecture to modulate the activity of metalloenzymes involved in the 

development of severe human diseases, such as cancer or viral infections.71  

However, recent structural, biophysical, and computational investigations have 

shown that an extended two-metal-ion architecture may be required to finely tune 

the enzymatic polymerization or hydrolysis of both RNA and DNA molecules.59 For 

instance, recent X-ray structures have shown that two second-shell monovalent 

metal ions (K1-K2) are found at the active site of group II intron ribozymes, where 

they form a heteronuclear metal cluster together with M1-M2.72 Most importantly, 

K1-K2 ions are absent in the in-crystallo intermediate obtained in between the two 

steps of intron’s splicing (so-called toggled state), when the intron has to release the 

first step products and recruit the second step reactants.72 Thus, K1-K2 ions may be 

transiently released from the active site to favor splicing progression, suggesting a 

functional role of K1 and K2 dynamics for catalysis.72 In support of this hypothesis, 

K1- and K2-like elements (i.e., second-shell basic residues) are also found in other 

RNA/DNA processing enzymes, such as BamHI, Polymerase-η (Pol-η), Exo-λ, and 

RuvC.73 Indeed, structural analyses of these enzymes have shown that second-shell 

basic residues are often positioned in similar locations as of K1 and K2 in group II 

introns.73 For instance, the Lys61 and Lys126 were found to occupy K1- and K2-

like sites in BamH1, respectively. Similar results were obtained analyzing the 

structures of Pol-η, in which the Lys231 and Lys224 located likewise intron’s K1 

and K2 ions, respectively.73 As well, in Exo-λ, K1- and K2-like elements 

corresponded to the second-shell basic residues Lys121 and Arg28, respectively.73 

The importance of the dynamics of these structurally-conserved and strategically-

positioned K1- and K2-like elements have been also characterized via 

computational investigations. Specifically, using equilibrium MD and enhanced 

sampling simulations, it was shown that the altered dynamics of Pol-η K1-like 

second-shell basic induce the distortion of reaction substrates, disrupting the 

Michaelis−Menten complex, and, ultimately, impairing the catalysis.73 Similar 
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positively charged second-shell residues have been recently shown, via MD 

simulations, to play an active role for catalysis in other nucleic-acid processing 

metalloenzymes, as in the case of λ-exonuclease, dUTPases, and human 

exonuclease 1 enzymes.74–76 

Remarkably, a transiently formed heteronuclear metal cluster has been recently 

captured at the active site of RNase H. Indeed, in-crystallo RNase H catalytic 

intermediates have revealed that multiple K+ and Mg2+ ions locate at the active site 

during different stages of catalysis, suggesting that their controlled trafficking may 

be functional for RNA hydrolysis (see Chapter 4).72 Additional metal ions have 

been also found in the proximity of the reaction center of several DNA polymerases 

and exonucleases.59 Such positive ions at the metal-aided catalytic site during the 

processing of nucleic acids were suggested to contribute actively to the overall 

catalytic process, although their exact functional and dynamic role remains only 

partially understood.77–79 Several biophysical and computational studies have 

focused on the characterization of the role of such additional metals for the 

enzymatic processing of nucleic acids.  For example, multi-microsecond MD 

simulations have revealed that a third Mg2+ ion is involved in the release of reaction 

products from the active site of Pol-η.80 A similar role has been proposed for a 

divalent metal during the catalytic cycle of Exo-1. Indeed, extensive equilibrium 

and non-equilibrium MD simulations have shown that, upon substrate hydrolysis, a 

divalent metal (MgC) is recruited at the vicinity of the Exo-1 active site by the 

structurally-conserved second-shell residue Glu89.76 Most importantly, the 

recruitment of the MgC leads to destabilization of the reaction products and triggers 

their release, as a consequence of the direct interaction between the additional metal 

and the 5’-monophosphate nucleotide leaving group.76 

In general, biophysical and computational data have shown that additional metal 

ions can be transiently recruited at the reactive center of RNA and DNA processing 

enzymes to form extended two-metal-ion architectures. These are remarkably 

conserved among functionally diverse enzymes, which might have thus structurally 

evolved to follow a similar catalytic strategy.   
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1.5 Aim of this research project 

The two-metal-ion mechanism for the processing of RNA molecules has been 

proposed in 1993,67 and, in the following years, it has been confirmed to be a general 

catalytic strategy adopted by several and diverse metalloenzymes involved in both 

DNA and RNA biogenesis and metabolism.59,68 However, recent structural, 

biophysical and computational evidence support the hypothesis of an extended two-

metal-ion architecture for the processing of nucleic acids. That is, heteronuclear 

metal-ion clusters, including but not limited to the two catalytic divalent metals M1-

M2, have been captured at the active site of both metalloenzymes and RNA-based 

enzymes.35,72 This suggests that they might have convergently evolved to guarantee 

the functional processing of nucleic acids. In this context, here we focused on the 

characterization of the metal-aided catalytic cycle of RNA-processing ribozymes 

and metalloenzymes.  

First, we complemented state-of-the-art MD simulations and free energy 

calculations with X-ray crystallography and splicing assays to show that the 

dynamic formation and timely disruption of the catalytic heteronuclear metal-ion 

cluster are fundamental to guarantee the progression of the splicing cycle of group 

II intron ribozymes.81 In brief, we revealed that the protonation of one evolutionary-

conserved catalytic nucleotide (C358) induces the release of a structured K+ ion 

from the reactive center of the ribozyme. This unbinding event, timely controlled 

upon the first splicing step, ensures the structural rearrangement of the intron to 

favor the release of the first step products, and the recruitment of second step 

reactants. Remarkably, our results were supported with and corroborated by four 

new X-ray structures and splicing assays of three intron constructs bringing a 

mutation at position 358. These experiments confirmed that the splicing is inhibited 

when C358 is mutated in non-protonable nucleotides. Building upon these results, 

we propose a general mechanism for splicing reactions shared between 

evolutionarily related splicing machineries, such as group II introns and the human 

spliceosome.  
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Second, we used equilibrium and non-equilibrium MD simulations to 

characterize the dynamic events that control the trafficking of additional metal ions 

at the two-Mg2+ active site of RNase H.82 We show that, prior RNA hydrolysis, one 

K+ is recruited by the structurally-conserved Glu188 to favor substrates’ alignment. 

Notably, upon catalysis, this heteronuclear metals’ cluster is disrupted, ultimately 

leading to the spontaneous binding of a third Mg2+ in the proximity of the leaving 

group. This binding event induces the release of the reaction products, improving 

the reaction turnover rate. Notably, we also show that the controlled trafficking of 

cation at the reactive center of RNase H is affected by cations’ concentration in the 

buffer. Our findings are in agreement with the recently published biophysical data 

on RNase H catalysis, and suggest that the controlled trafficking of metals at the 

RNase H active site is designed and controlled to aid catalysis. The structural 

analysis of several other nucleic acids’ processing enzymes suggests our findings 

may be extended to a variety of metalloenzymes, including CRISPR-Cas systems. 

Last, we comment on how computational investigations, opportunely coupled 

with experimental data, can be used to deliver predictive mechanistic and structural 

hypotheses for large macromolecular complexes.49 Outstandingly, we show that our 

prediction on the catalytic cycle of the human spliceosome, built upon 

computational and experimental insights from introns’ splicing, has been proven to 

be reliable and effective. Indeed, the recent release of two Cryo-EM models of the 

splicesomal machineries confirmed that the controlled formation and disruption of 

the catalytic heteronuclear metal cluster is functional for spliceosome catalysis, in 

line with our hypothesis. Remarkably, this outcome underscores the reliability of 

current state-of-the-art computational methods, which can be complemented and 

supported by experimental results to push forward the advances of life sciences, 

from the engineering of programmable enzymes for gene therapy to structures 

refinement and drug design.  
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Chapter 2. Theory and Methods 

 

2.1 Molecular Dynamics Simulations 

Molecular Dynamics (MD) is an approach used in computational science to 

investigate the evolution of the structural and energetic properties of a given 

molecular system over time. The molecules are modeled according to molecular 

mechanics (MM), following the principles of the Born-Oppenheimer 

approximation.83 Thus, each atom is represented as a rigid bead (or particle), 

neglecting the contribution of electrons. The connections between the particles (i.e., 

the chemical bonds) are treated as springs, oscillating around equilibrium values. 

The physicochemical properties of the particles (e.g., atom hybridization, radius, 

charge) and their bonds (e.g. lengths, angles, and torsionals) are empirically pre-

determined via either experiments or high-level-of-theory computations. These 

parameters are collected into a potential energy function, the so-called force field 

(e.g., equation 2.1), which also includes non-bonded terms accounting for attractive 

and repulsive Van der Waals and Coulomb interactions. Thus, given a particular 

configuration of interacting particles, the potential energy of the system is directly 

determined by solving the force field equation.  
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Building upon these principles, MD simulations use classical Newtonian 

mechanics to generate a series of time-dependent configurations of the system. A 

general MD workflow can be summarized with the following scheme. First, at time 

zero (t=t0), the spatial coordinates, the velocities, and the momenta of the particles 

included in the system are given as input. Importantly, in case MD is used to 

characterize a biological macromolecule, its atomic coordinates are obtained via 

either experimental determination (NMR, X-ray, CryoEM) or by computational 

modeling. Both velocities and momenta are randomly assigned to each atom 

according to the Maxwell distribution. Second, the force field equation is solved, 

and the force acting on each particle is determined as the negative gradient of the 

potential energy. 

𝐹𝐹 =  −
𝑑𝑑𝑑𝑑
𝑑𝑑𝑟𝑟𝑖𝑖

= 𝑚𝑚𝑖𝑖
𝑑𝑑2𝑟𝑟𝑖𝑖
𝑑𝑑𝑡𝑡2

 (2.2) 

 Third, the acceleration is computed from the forces according to the Newtonian 

equation of motion. Fourth, the position, velocity, and momentum of each particle 

are updated. This set of operations is repeated iteratively at every time step (dt), 

until the desired simulation time is reached. At the end of the cycle, MD simulations 

generate a time-dependent series of molecular conformations, which are collectively 

called a trajectory.  

One of the main advantages of using MD for the characterization of molecular 

properties is that, according to the ergodic hypothesis, if the simulation time is 

sufficiently long to sample the entire space of configurations, the time average of 

one property as computed along the trajectory can be considered equal to its 

ensemble average. In other words, the property’s values computed from the 

simulation corresponds to those experimentally measured under the macroscopic 

wet-lab conditions. For this reason, MD simulations are often used to visualize and 

characterize complex biophysical phenomena, like protein folding,84 large structural 
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and conformational changes of macromolecular complexes,85 and ligand binding-

unbinding events.86  

Importantly, two main aspects have to be taken into account when setting up and 

performing MD simulations: (i) the force field reliability and (ii) the computational 

costs. As discussed above, the force field is the set of equations that regulates the 

particles’ interactions during the simulations. Accordingly, the more reliable is the 

force field, the more accurate will be the results of the simulations. Nowadays, 

proteins’ force field development and parametrization have converged towards 

high-standard results, owing to years of research focused on the understanding and 

characterization of proteins’ dynamics.87 On the other hand, the refinement of 

RNA’s force field is still currently ongoing, and significant improvements have been 

obtained in the last few years, as discussed in Paragraph 2.2.  

Another important issue is the convergence of the simulations. Indeed, complex 

structural transition usually occurs in milliseconds timescales,88–91 while routine 

equilibrium MD simulations are often limited to microseconds timescale – in spite 

of recent technological advances.92–95 This implies that the simulations may not 

entirely cover the conformational space, such that the ergodic hypothesis cannot be 

satisfied. In other words, the accessibility of rarely populated states, and thus the 

sampling of the so-called rare events, could be limited when performing equilibrium 

molecular dynamics. For this reason, several enhanced sampling MD approaches 

have been developed to overcome this issue. These methods build upon one main 

idea: an external source of potential energy is coupled to the equilibrium MD in 

order to bias the sampling of the system’s conformational space using reasonable 

computational resources. One of these methods is known as Metadynamics, and is 

discussed in the Paragraph 2.3.  
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2.2 RNA Force Fields: Recent Improvements and Current 

Limitations 

Molecular-mechanics force fields approximate the interaction between particles. 

Depending on the model’s resolution, force fields can be categorized into two main 

classes: all-atom and coarse-grained. Intuitively, according to all-atom 

representations, each atom of the system is defined as a model particle. On the other 

hand, coarse-grained modeling allows reducing the cost of simulating a big system 

by grouping certain sets of atoms into so-called beads, each of them representing a 

given structural feature (e.g., RNA sugar, base, and backbone). Coarse-grained 

models can effectively reproduce the physicochemical properties of even large RNA 

molecules.96 However, neglect of the atomistic details can lead to significant 

disadvantages in understanding RNA structure/function relationship, and thus, in 

this thesis, we will focus on all-atom MD simulations for RNA-targeted drug 

discovery. 

Several recent efforts have improved the accuracy of all-atom classical RNA 

force fields. One improvement of the AMBER99 force field is the refinement of the 

RNA backbone torsion angles. Backbone torsion angles control the flexibility of 

RNA molecules and are more common in RNAs than in proteins (six vs. two angles 

per residue). The accuracy of MD simulations of both RNA and DNA double helices 

was thus improved by reparametrizing the α/γ torsion terms of the AMBER-

parmbsc0 force field based on quantum-mechanics/molecular-mechanics 

(QM/MM) calculations.97 Similarly, the RNA glycosidic χ torsion angle was 

reparametrized in the AMBERχ force field series,98,99 which corrected the formation 

of high-anti ladder-like RNA structures.99 Beyond the AMBER force fields, the 

CHARMM community developed a set of novel RNA parameters to improve the 

reliability of their MD models.100 One interesting CHARMM advance is the 

development of the first polarizable force field for nucleic acids, based on the 

classical Drude oscillator model.101 This Drude-2017 force field accounts for charge 



33 
 

transfer between charged groups, such as those occurring in RNA-metal 

interactions, essential for RNA tertiary folding and stabilization.  

Despite continuous advances in the development of RNA force fields, none of 

the currently available force fields are a general-purpose resource. Rather, each 

provides advantages when dealing with particular RNA targets and specific research 

questions. The main criticisms of conventional force fields include an imbalanced 

distribution of RNA torsionals (see below) as sampled with AMBER-parmbsc0 with 

χOL3 corrections.102 The same set of parameters also failed to correctly identify the 

most thermodynamically stable structure for three different RNA tetraloops during 

ns-to-μs-long MD simulations.103 An overestimation of base-stacking has also been 

reported.104 However, while polarizable force fields are being continuously refined, 

they are still not as computationally efficient as classical force fields.105 This may 

limit their current application to small-to-medium RNA systems, where converged 

simulations can be obtained relatively quickly. These force field imbalances are 

prompting the development of novel approaches, and we expect further refinements 

to improve the representation of RNA structural dynamics, as discussed 

elsewhere.105–107 

 

2.3 Rare Events and Free Energy Calculations 

Biological molecules, with particular regards to RNAs, are flexible systems and 

can sample several metastable states,108 which are often separated by high energy 

barriers.109 The transitions between these states are thus limited, and usually occur 

at longer timescales than those routinely simulated with equilibrium MD.109 For this 

reason, such rare events are not properly sampled in classical MD simulations, and 

several methods have been developed to enhance the MD sampling and favor the 

characterization of rare transitions.  

Metadynamics110 (MetaD) is an out-of-equilibrium computational approach that 

aims to enhance MD sampling by adding an external bias to the potential energy of 

the system under investigation. Specifically, the MetaD bias is applied on selected 
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degrees of freedom, dubbed collective variables (CVs), which are assumed to 

fundamentally represent the process under investigation. By way of example, for a 

reasonably simple problem such as NaCl dissociation, one collective variable could 

be readily identified as the distance between the Na+ and Cl- atoms.110 However, the 

choice of the CV, or the set of CVs, could not be straightforward in the case of 

complex structural transitions. Accordingly, several CVs, more sophisticated than 

geometrical descriptors, have been designed to address such challenging transitions. 

For instance, the so-called Path-CV aims to measure the progress along pathways 

connecting two different configurations of the same system.111 Assuming that these 

configurations, A and B, are defined as a set of atomic coordinates (e.g., two 

conformational states of one RNA molecule), the distance between the states A and 

B can be monitored using several metrics, including the root-mean-square-deviation 

(RMSD). Accordingly, it is possible to build a pathway composed of a set of 

intermediates N, equally spaced between A and B in the RMSD space, which 

progressively connect A and B (Figure 2.1A). As a result, one variable (S, eq. 2.3) 

can be defined to monitor the progression of the simulated system (R) over the 

pathway of N states connecting A and B, while a second variable (Z, eq. 2.4) can 

trace the distance of the sampled conformations from the reference path (Figure 

2.1B).111  

 

𝑆𝑆(𝑅𝑅) =  
1

𝑁𝑁 − 1
 
∑ (𝑖𝑖 − 1)𝑒𝑒−𝜆𝜆(𝑅𝑅−𝑅𝑅(𝑖𝑖))2𝑁𝑁
𝑖𝑖=1

∑ 𝑒𝑒−𝜆𝜆(𝑅𝑅−𝑅𝑅(𝑖𝑖))2𝑁𝑁
𝑖𝑖=1

 (2.3) 

𝑍𝑍(𝑅𝑅) =  −
1
𝜆𝜆

ln��𝑒𝑒−𝜆𝜆�𝑅𝑅−𝑅𝑅(𝑖𝑖)�
2

𝑃𝑃

𝑖𝑖=1

� (2.4) 

Figure 2.1: Definition of a pathway between two different configurations of a system. (A) The RMSD matrix is 
plotted for an ideal pathway. Notably, the pathway’s intermediates are equally spaced in the RMSD space. (B) Example 
of the free-energy surface as estimated with metadynamics calculation using S and Z as collective variables.  
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Upon the selection of the CV, a history-dependent bias is deposited into the CV 

space to discourage the system from sampling already explored configurations. 

Specifically, the bias potential is written as a sum of Gaussians,110 according to the 

equation 2.5:  

𝑉𝑉(𝑆𝑆, 𝑡𝑡) = �𝑑𝑑𝑡𝑡′𝜔𝜔𝜔𝜔�
�𝑆𝑆𝑖𝑖(𝑅𝑅) − 𝑆𝑆𝑖𝑖 �𝑅𝑅�𝑡𝑡′���

2

2𝜎𝜎𝑖𝑖2
�

𝑡𝑡

0

 (2.5) 

Here, S is the collection of i CVs, R are the coordinates of the system, σi is the 

Gaussian’s width for the ith CV, and ω is the ratio between the Gaussian’s height 

(W) and its deposition time (τ).  

According to the metadynamics algorithm, the Gaussians are sequentially 

deposited into the CV space, and when the convergence is reached the free energy 

landscape can be reconstructed by summing all the Gaussians: 

𝐹𝐹(𝑆𝑆) =  −
1
𝛽𝛽

ln ��𝑑𝑑𝑑𝑑𝑑𝑑�𝑆𝑆 − 𝑆𝑆(𝑅𝑅)𝑒𝑒−𝛽𝛽𝑈𝑈(𝑅𝑅)�� (2.6) 

However, one crucial drawback of metadynamics is that it is difficult to detect 

and verify the convergence of the simulations. That is, despite the CV space has 

been fully filled with the Gaussian-shaped potential (i.e., convergence has been 

reached), such potential is still added into the system, which in turn may be pushed 

to explore physically unreliable or not relevant configurations.112 Notably, the so-

called well-tempered MetaD (wt-MetaD) formalism has been designed to address 

this issue.113 In wt-MetaD, the following external bias is applied during the 

simulations:  

 

𝑉𝑉(𝑆𝑆, 𝑡𝑡) =  ΔT ln �1 +
𝜔𝜔𝜔𝜔(𝑆𝑆, 𝑡𝑡)
ΔT

� (2.7) 
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Thus, the Gaussian-shaped bias deposited in a given point of the CV space 

decreases together with the inverse of the simulation time, as the height of the 

Gaussian is reduced the height according to the scaling factor:  

𝑊𝑊 =  𝜔𝜔𝜏𝜏𝐺𝐺  𝑒𝑒−
𝑉𝑉(𝑆𝑆,𝑡𝑡)
𝑘𝑘𝑏𝑏ΔT (2.8) 

Following this approach, however, the bias potential converges only to a fraction 

of the free energy, which, for long time range, corresponds to: 

𝑉𝑉(𝑆𝑆, 𝑡𝑡 → ∞) =  −
ΔT

𝑇𝑇 + ΔT
𝐹𝐹(𝑆𝑆) + 𝐶𝐶 (2.9) 

Thus, for ΔT equal to zero, equilibrium MD is carried out, while tuning ΔT 

between zero and infinite allows regulating the sampling of the free energy 

landscape.  

 

2.4 Integrating Experiments and Simulations to Gain Biophysical 

Reliability 

To overcome some of the above-mentioned limitations, especially those related 

to the need for exhaustive configurational sampling (i.e., long simulation time), MD 

can often be synergistically integrated with experimental data, such as in solution 

structural data. Since the 1990s, for example, MD simulations have been combined 

with NMR experiments to characterize the structural dynamics of HIV-TAR 

elements. Indeed, Puglisi et al.114 used NMR data to restrain MD simulations and 

explore the binding of arginine derivatives with TAR hairpin. They showed that the 

structural rearrangement of U23, A27, and U38 helps the proper positioning of G26 

in order to establish the hydrogen-bond network with the ligand, with implications 

for HIV replication. With a similar approach, Aboul-ela et al.115 confirmed the 

importance of the structural rearrangement of TAR RNA for the binding of the 

arginine residue that emanates from the viral protein Tat. Importantly, NMR-
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informed MD has also been used to analyze and interpret NMR data retrospectively 

and shed light on undetectable effects, like the perturbation of chemical shifts 

caused by the ion RNA binding.116 Indeed, the ion atmosphere plays a significant 

role in the binding of HIV-TAR with Tat by modulating the electrostatic of the 

binding partners to help their recognition, as reported by Do and collaborators.117  

Reweighting is another way to inform MD with NMR data. With reweighting, 

the MD-pictured conformational landscape is reconstructed a posteriori to match a 

given experimental observable, such as residual dipolar couplings (RDCs).118 With 

this approach, the dynamics of HIV-TAR-1 have been explored beyond the 

detection limits of traditional NMR.119 This has revealed that the ligand-unbound 

hairpin samples a broad range of conformations, including some conformers 

recognized by known ligands. This suggests that TAR-ligand interaction can occur 

via conformational selection. This recognition-and-binding mechanism has been 

used to identify and develop TAR binders as HIV replication inhibitors,120,121 

highlighting the importance of RNA structural dynamics for the selective binding 

of small molecules. A recently proposed novel approach to integrating NMR data 

with MD simulations is based on the Shannon maximum-entropy principle.102 This 

framework includes the error associated with the experimental data, creating a more 

robust model that considers account measurement uncertainties related to the 

ensemble- and time-averaged observables. The authors reconstructed the 

conformational landscape of four RNA tetraloops and highlighted the limitations of 

the current RNA force field. They showed that the distribution of an RNA torsional 

(C2-α) as computed in MD is markedly different from that returned by NMR data. 

This highlights the importance of integrating experimental data into the MD 

framework to test and improve the accuracy of molecular simulations.  
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Chapter 3. Visualizing Group II Intron Dynamics 

Between the First and Second Steps of 

Splicing 

 

 

3.1 Abstract 

Group II introns are ubiquitous self-splicing ribozymes and retrotransposable 

elements evolutionarily and chemically related to the eukaryotic spliceosome, with 

potential applications as gene-editing tools. Recent biochemical and structural data 

have captured the intron in multiple conformations at different stages of catalysis. 

Here, we employ enzymatic assays, X-ray crystallography, and molecular 

simulations to resolve the spatiotemporal location and function of conformational 

changes occurring between the first and the second step of splicing. We show that 

the first residue of the highly-conserved catalytic triad is protonated upon 5’-splice-

site scission, promoting a reversible structural rearrangement of the active site 

(toggling). Protonation and active site dynamics induced by the first step of splicing 

facilitate the progression to the second step. Our insights into the mechanism of 

group II intron splicing parallel functional data on the spliceosome, thus reinforcing 

the notion that these evolutionarily-related molecular machines share the same 

enzymatic strategy. 
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3.2 Introduction 

Self-splicing group II intron ribozymes are essential regulators of gene 

expression in all domains of life and they share evolutionary origins and enzymatic 

properties with the spliceosome, the eukaryotic machinery that catalyzes nuclear 

splicing of mRNA precursors25,122. Spliced group II introns are active 

retrotransposable elements that contribute to genomic diversification with potential 

applications in medicine and gene editing33,123. Therefore, elucidating the 

mechanism of group II intron catalysis is crucial for understanding key steps in gene 

expression and RNA maturation, and to develop therapeutic and biotechnological 

tools. 

The current understanding of group II intron self-splicing mechanism derives 

from biochemical and cell biology studies45,124–126 and from 3D structures of introns 

from various phylogenetic classes.34,127–131 These studies have provided detailed 

molecular insights on intron folding132 and high-resolution molecular snapshots of 

the Oceanobacillus iheyensis group IIC intron trapped in various conformations 

throughout the catalytic cycle.35,37,133–135  

The intron catalytic site comprises a highly conserved triple helix formed by 

nucleotides of the so-called catalytic triad (in domain D5, C358-G359-C360), two-

nucleotide bulge (D5, A376-C377), and J2/3 junction (between D2 and D3, A287-

G288-C289, all numbering from the crystallized form of the O. iheyensis intron, i.e. 

PDB id: 4FAQ; Supplementary Figures A.1A-B). The site also harbors a metal-ion 

cluster formed by two divalent (M1-M2) and two monovalent (K1-K2) ions 

(Supplementary Figure A.1A). These ions participate directly in catalysis,35,36,133,134 

which occurs via a series of nucleophilic SN2 reactions (Figure 3.1). In the first step 

of splicing, depending on whether the intron follows a hydrolytic or a 

transesterification mechanism, respectively,46 a water molecule or the 2’-OH group 

of a bulged adenosine in D6, activated by M2 and by the triple helix, attack the 5’-

splice junction of the precursor (5e-I-3e), forming an intron/3’-exon intermediate (I-

3e), in which the scissile phosphate is coordinated by K2. In the second step of 
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splicing, the 5’-exon (5e), activated by M1, performs a nucleophilic attack on the 

3’-splice junction, releasing ligated exons (5e-3e) and a linear or lariat form of the 

excised intron (I; Figure 3.1). The latter can then further reverse splice into cognate 

or non-cognate genomic DNA, in processes known as retrohoming or 

retrotransposition.136,137 Crystal structures of the pre- and post-hydrolytic states are 

available for the first and second steps of splicing, allowing precise localization of 

reactants,35,130 and computational studies have elucidated energetics and dynamics 

of the related reaction chemistry.44,138 

However, a key aspect of the group II intron splicing cycle that remains largely 

uncharacterized is the transition between the splicing steps, when the intron must 

release products of the first reaction and recruit substrates of the second splicing 

event. Biochemical and structural studies suggest that, after the first step of splicing, 

the intron rearranges at the K1 binding site, transiently adopting a specific inactive 

conformation (aka the toggled conformation), in which G288 (in the J2/3 junction) 

and C377 (in the two-nucleotide bulge) disengage from their triple helix with the 

catalytic triad of nucleotides in D5, thereby disrupting the catalytic metal center 

(Supplementary Figure A.1A).134,139 Parallel studies also suggest that group II intron 

conformational changes may be triggered by protonation of active site nucleotides 

during the splicing cycle.140 Specifically, the N1 atom of adenosines (N1A) and the 

N3 atom of cytosines (N3C) can undergo large pKA shifts in folded DNA or RNA 

and thereby serve as proton donors/acceptors, much like histidine residues in 

proteins.141 Consistent with this, functional studies on the spliceosome suggest that 

protonation within the U6 intramolecular stem-loop (ISL), which is analogous to the 

group II intron two-nucleotide bulge and catalytic triad, antagonizes binding of 

catalytic metal ions and induces transient base-flipping during splicing. 142,143 

To understand the transition between the first and second step of splicing, here 

we probe the group II intron active site by mutagenesis, enzymatic assays, 

crystallography, and molecular dynamics modeling. We find that, immediately after 

the first step of splicing, protonation of a conserved nucleobase within the catalytic 

triad promotes the spontaneous release of K1 and induces intron toggling. 
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Consistent with this finding, intron mutants that cannot be protonated have defects 

in the second step of splicing. Our group II intron data have parallels with functional 

studies on the nuclear spliceosome, suggesting that protonation and toggling are 

common mechanistic strategies that are adopted by both these splicing machines. 

 

Figure 3.1: Group II Intron splicing mechanism. Schematics of the splicing reaction and sketch of the chemical 
mechanism of catalysis by group II introns. k1 is the rate constant of the first and k2 of the second step of splicing. Kinetic 
rate constants of all constructs are reported in Supplementary Table A.2. Black arrows indicate nucleophilic attacks; 
gray dotted lines indicate interactions between oxygen atoms of the scissile phosphate groups and catalytic metal ions; 
Nuc indicates the reaction nucleophile.  
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3.3 A Catalytic Residue May Become Protonated During Splicing 

Because crystal structures of distinct states of the O. iheyensis group II intron are 

available, we first analyzed these structures using continuum electrostatics to obtain 

an initial qualitative approximation of the pKA values of active site nucleotides 

(Supplementary Table A.1). Using nonlinear Poisson-Boltzmann calculations, we 

noted that the pKA value of most residues remains unchanged (Supplementary 

Table A.1). By contrast, the computed pKA value of C358 (catalytic triad) shifts 

between the pre-hydrolytic state (pKA ~ 4.5 in PDB id: 4FAQ) and the so-called 

toggled state that forms after the first step of splicing16 (pKA ~ 7.2 in PDB id: 

4FAU). Although these values are qualitative due to the influence of geometrical 

changes and uncertainties in the definition of the grid and dielectric constants, the 

Poisson-Boltzmann calculations suggest that C358 has different protonation states 

along the splicing trajectory (Supplementary Figure A.1C). Consistent with these 

findings, nucleotide position 358 in other introns can be occupied by an adenine or 

a cytidine, i.e. bases that can be protonated, but this same position never varies to 

guanidine or uracil, i.e. bases that cannot be protonated.144 

Computational studies on the O. iheyensis group II intron immediately after 5’-

exon hydrolysis have identified proton transfer pathways from the reaction 

nucleophile into the bulk solvent involving up to five water molecules 

(corresponding to a migration distance of ~15 Å).44 Although less efficient than 

direct proton transfer, such chains of water molecules enable a proton to shuttle from 

the nucleophile to the N3 atom of C358 (N3C358), which is exposed within the same 

solvent-filled cavity at a distance of 9.8 Å in the structure of the pre-hydrolytic state 

(PDB id: 4FAQ)145 (Supplementary Figure A.2A). Moreover, our hybrid quantum 

(DFT/BLYP)/classical simulations show that, once a proton is positioned at the N3 

atom, C358 remains stably protonated for over 15 ps (see Methods section and 

Supplementary Figure A.2B-C). Taken together, our observations from continuum 

electrostatics and quantum mechanical simulations, the specific evolutionary 

conservation pattern of C358, and its key structural role in the pre-hydrolytic state 

suggested that C358 plays a direct role in group II intron catalysis.  
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3.4 Non-protonatable Mutants Show Second Step Splicing Defects 

To explore the functional role of C358 in reaction chemistry, we created O. 

iheyensis splicing precursor constructs35 in which C358 was replaced with A, G, or 

U. In addition, to maintain the structural integrity of the catalytic triple helix, we 

isosterically replaced the two partners of C358, i.e. its Watson-Crick pairing partner 

(position 385) and its J2/3 triple-helical partner (position 289) (Supplementary 

Figure A.1D). After incorporating the resulting triple base mutations 

(C289A/C358A/G385U, aka the A-mutant; C289G/C358G/G385C, aka the G-

mutant; and C289U/C358U/G385A, aka the U-mutant), we monitored effects on 

splicing kinetics.  

 

Figure 3.2: Kinetics of intron mutants. A) Representative splicing kinetics of wild type intron and A-, G- and U-
mutants. Precursors are indicated as 5e-I-3e (nt length in parenthesis). Intermediate (I-3e) and linear intron (I) migrate 
as double or triple bands because of cryptic cleavage sites, as explained previously16. B) Evolution of the populations 
of precursor (5e-I-3e, left panel), intermediate (I-3e, middle panel), and linear intron (I, right panel) over time. Error 
bars represent standard errors of the mean (s.e.m.) calculated from n = 3 independent experiments. 
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We found that the A-mutant – which can be protonated at position 358 – splices 

at rates comparable to wild type, whereas the G- and the U-mutants – which cannot 

be protonated at position 358 – have splicing defects. Specifically, in the presence 

of near-physiological potassium and magnesium concentrations, the first splicing 

step of the G-mutant is ~12-fold slower and that of the U-mutant ~7-fold slower 

than in wild type. Moreover, the second splicing step of the G-mutant is ~48-fold 

slower and that of the U-mutant ~8-fold slower than in wild type (Figure 3.2A-B 

and Supplementary Table A.2). Most remarkably, both G- and U-mutants show 

accumulation of linear intron/3’-exon intermediate (I-3e), which indicates that these 

mutants stall after the first step of splicing and have difficulty progressing into the 

second step (Figure 3.2B, middle panel). These defects are comparable to those of 

other intron mutants designed to perturb the catalytic triad, such as ai5γ intron 

double mutants that carry G or U mutations at the nucleotide position analogous to 

O. iheyensis residue 358 and compensatory mutations of its corresponding Watson-

Crick pair.146 Finally, the splicing defects of our triple mutants are comparable to 

those of other O. iheyensis group II intron mutants designed to impair toggling, such 

as the C377G mutant reported in previous studies.35 In this way, our enzymatic data 

connect defects in the transition between the two steps of splicing to specific active 

site mutations that prevent protonation on C358.  
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3.5 The Mutants Are Structurally Intact but Do Not Toggle 

To understand the splicing defects of the G- and U-mutants at the molecular level, 

we inserted the corresponding mutations into the previously described Oi5eD1-5 

construct35 and visualized the mutant active site by X-ray crystallography.  

 

Figure 3.3: Crystal structures of the intron in potassium and magnesium. A) From left to right: Active site of wild 
type (WT; PDB id: 4FAR), G-mutant, and U-mutant in the state following 5’-exon hydrolysis. The intron is depicted as 
a cartoon representation in light green, the 5’-exon is in gray, and the mutated triplex is in blue (black dotted lines 
indicate H-bonds forming the triple helix). B) Fo-Fc simulated-annealing electron density omit-maps calculated by 
omitting J2/3 residues (nt 287-289) and the M1-M2-K1-K2 metal cluster from each of the structures depicted in panel A. 
Positive electron density peaks within 3 Å from the omitted atoms are depicted as blue mesh at a contour level of 3 σ. 
The toggled conformation of G288 (from PDB id: 4FAX) is depicted as a semi-transparent light blue cartoon 
representation for reference. C) Fo-Fc simulated-annealing electron density omit-maps calculated by omitting G1 from 
each of the structures depicted in panel A. Positive electron density peaks within 3 Å from the omitted atoms are depicted 
as blue mesh at a contour level of 3 σ. G1 is unresolved in the structure of the U-mutant. D) Superposition of the active 
sites of the structures depicted in panel A. E) Secondary structure of the wild-type O. iheyensis group II intron with 
catalytic site elements highlighted by red boxes and nucleotides not present in the crystal structures in grey. 
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First, we determined crystal structures of the G- and the U-mutants in the 

presence of potassium and magnesium at 3.4 and 3.6 Å resolution, respectively 

(Table A.3). Both mutants have a folded structure similar to that of the post-

hydrolytic state of the wild type intron after the first step of splicing (PDB id.: 

4FAR; root mean square deviation (RMSD)4FAR-Gmutant = 0.49 Å, RMSD4FAR-

Umutant = 0.43 Å; Figures 3.3A and 3.3D). Importantly, both mutant structures 

adopt the triple-helical configuration that corresponds with that of the wild type 

intron structure (Figure 3.3A and Supplementary Figure A.1D). The Fo-Fc 

simulated-annealing electron density omit-maps calculated by omitting the J2/3 

residues and the catalytic metal cluster reveal strong electron density signal for the 

triple helix conformer, as in wild type (total peak height for the nucleobase of G288 

= 8.9 σ and 6.7 σ for the G- and the U-mutants, respectively; maximum peak height 

for the metals = 9.5 σ and 6.6 σ for the G- and the U-mutants, respectively; Figure 

3.3B). Moreover, the Fo-Fc maps calculated by omitting the first intron nucleotide 

(G1) show that the 5’-splice junction has undergone cleavage in both mutants during 

the crystallization process (Figure 3.3C). In summary, the similarity of these mutant 

structures with that of wild type suggests that, despite some reductions in rate, the 

first step of splicing is structurally and mechanistically unaffected by the G and U 

mutations. 

We then determined the crystal structures of the G- and the U-mutants in the 

presence of sodium and magnesium at 3.2 and 3.3 Å resolution, respectively (Table 

A.3). In this case, both mutants adopt overall structures similar to wild type (PDB 

id.: 4FAX; RMSD4FAX-Gmutant = 3.9 Å, RMSD4FAX-Umutant = 0.75 Å; Figure 

3.4A). However, the detailed architecture of the active site differs significantly from 

wild type under sodium conditions. For wild type, these conditions induce a rotation 

of the backbone in the J2/3 region, which breaks the triple helix structure and 

generates the so-called toggled conformation that is implicated in the transition 

between the first and the second step of splicing16 (Figures 3.4B-C). By contrast 

with wild type, the G- and the U-mutants in sodium maintain the triple helix 

configuration, as revealed by the Fo-Fc maps calculated by omitting the J2/3 
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residues and the catalytic metals (total peak height for the triple helix conformer of 

the G288 nucleobase = 7.5 σ in the G-mutant and = 9.3 σ in the U-mutant; Figures 

3.4B-C). Therefore, these structures show that the G- and U-mutants are unable to 

adopt the toggled conformation, which may explain their tendency to stall after the 

first step of splicing. Taken together, the enzymatic and structural data suggest that 

C358 protonation and active site toggling facilitate the rearrangement of the intron 

active site between the two steps of splicing. 

 

Figure 3.4: Crystal structures of the intron in sodium and magnesium. A) From left to right: Active site of wild 
type (WT; PDB id: 4FAX), G-mutant, and U-mutant. Active site elements are depicted as in Figure 2A. B) Fo-Fc 
simulated-annealing electron density omit-maps calculated by omitting J2/3 residues (nt 287-289) and the M1-M2-K1-
K2 metal cluster from each of the structures depicted in panel A. Positive electron density peaks within 3 Å from the 
omitted atoms are depicted as blue mesh at a contour level of 3 σ. For the wild type structure (left), the triple helix 
conformation of G288 is depicted as semi-transparent light blue cartoon representation, the M1-M2 metals as semi-
transparent yellow spheres, and the K1-K2 metals as semi-transparent violet spheres (all using coordinates from PDB 
id: 4FAR). Analogously, the toggled conformation of G288 and unresolved metals of the cluster are depicted as semi-
transparent representations for the G- and U-mutant (middle and right panels, using coordinates from PDB id: 4FAX 
for G288 and 4FAR for unresolved metals). C) Superposition of the active sites of the structures depicted in panel A. 
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3.6 Scission of the 5’-exon Disrupts the Catalytic Metal Cluster 

To establish how C358 protonation and active site toggling are mechanistically 

connected, and to understand the chain of events that regulate active site 

rearrangement, we performed force-field-based molecular dynamics (MD) 

simulations. We used a flexible nonbonded approach for the metal center (see 

Methods section), followed by comparative analyses of multiple systems built using 

the published structures of the wild type O. iheyensis group II intron captured at 

different stages of catalysis35,37 and the structures of the G- and U-mutants. These 

structures represent the highest resolution crystallographic data available for group 

II introns and display the most detailed architecture of an intron active site, including 

all metals and first splicing step reactants.35,37  

We initially investigated the dynamics of the wild type intron in the pre-

hydrolytic state (PDB id: 4FAQ; two classical MD simulations for ~ 600 ns and ~ 

1.2 μs, respectively). We observed that, shortly after equilibration (~25 ns), K1 

shifted closer to the N7 atom of G288 (N7G288), which was concomitant with the 

weakening of the K1 interaction with O5'G359 observed in the crystal structure (dK1-

N7G288 = 2.98 ± 0.27 Å in the simulations, dK1-N7G288 = 4.3 Å in PDB id: 4FAQ, 

Figure 3.5 and Supplementary Figure A.3). In both simulations, the system was 

structurally stable, especially nucleotides within the active site (domain D5 and 

junction J2/3). This was reflected in the average RMSD = 1.95 ± 0.27 Å 

(Supplementary Figure A.3) and the fact that catalytic triad residues maintained 

positions observed in the crystal structure (dM1-M2 4.24 ± 0.04 Å in the 

simulations, dM1-M2 = 4.3 Å in PDB id: 4FAQ). These simulations suggest that 

the pre-hydrolytic configuration does not have a tendency to undergo structural 

rearrangements. 

We then investigated the dynamics of the wild type intron after 5’ exon 

hydrolysis, thus considering the post-hydrolytic state (PDB id: 4FAR) in protonated 

(three simulations, ~350 ns each) and non-protonated (six simulations, ~750 ns 

each) configurations (Supplementary Figure A.4). In these simulations, the overall 
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structural fold was stably maintained, with an averaged RMSD of 4.72 ± 0.65 Å. As 

in the simulations of the pre-hydrolytic state, K1 shifted closer to the N7G288 after 

equilibration (~25 ns, dK1-N7G288 = 2.82 ± 0.15 Å in the simulations, dK1-N7G288 

= 4.4 Å in PDB id: 4FAR). However, none of the post-hydrolytic systems were able 

to release the products of the first step of splicing. For example, the scissile 

phosphate (SP) appears locked by the K2 ion in the proximity of the active site and 

the nucleobase of G1 remains stably coordinated to M1-M2 (Supplementary Figure 

A.4). These observations suggest that the post-hydrolytic crystal structures used in 

these simulations may represent an unproductive low energy configuration of the 

intron that is not directly relevant to the pre-second step splicing configuration. 

To address this issue, we modeled an active site state of the wild type intron that 

would provide an improved starting point for simulations. We started with the 

structure of the pre-hydrolytic state (PDB id: 4FAQ), broke the scissile bond, and 

inverted the stereochemistry of the scissile phosphate (further modeling details in 

the Methods section and in Supplementary Figure A.5). This state represents the 

intron immediately after the first step of splicing, where the scissile phosphate has 

just been cleaved but is still coordinated by M1 and M2 (Supplementary Figure 

A.5). Also for this ‘cleaved’ state, we simulated both protonated and non-protonated 

forms of C358 (two simulations per system, ~600 ns per simulation). In all cases, 

the system showed considerable stability, with an overall RMSD of 4.61 ± 0.81 Å. 

During these simulations, the K1-N7G288 interaction was formed and initially 

preserved. Moreover, the scissile phosphate was not sequestered by K2 outside the 

active site. In other words, the distance between the scissile phosphate and M2 was 

constantly maintained at dSP-M2 = 3.23 ± 0.10 Å (Supplementary Figure A.5). 

Intriguingly, in the protonated state, after ~20 ns of simulation, a water molecule 

bridged O6G288 and M2, such that these two atoms became closer to each other 

(dM2-O6 = 5.71 Å in PDB id: 4FAQ; dM2-O6 = 4.75 ± 0.23 Å in the simulations; 

Figure 3.6 and Supplementary Figure A.5). Concomitantly, the value of dM1-M2 

increased from 4.31 Å to 5.05 ± 0.13 Å (Figure 3.6 and Supplementary Figure A.5). 

Importantly, at this point, the coordination shell of K1 was perturbed, and the K1-
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N7G288 interaction broke, leading to the spontaneous release of K1 from the active 

site into the bulk solvent after just additional ~30 ns (Figure 3.6 and Supplementary 

Figure A.5). Notably, these events occurred also in the non-protonated state, 

although less promptly. In this case, the initial conformational changes occurred 

after ~200 ns, with K1 released soon after, at ~250 ns. Interestingly, in all cases, the 

conformational ensemble of the active site after the release of K1 differed from the 

characteristic triple helix configuration.   

 

Figure 3.5: Importance of the K1 interaction with N7G288. A) Changes during MD simulations of the pre-
hydrolytic state for key structural descriptors dK1-N7G288 (green trace; light green shading indicates the standard 
deviation of the corresponding distance) and dM1-M2 (red trace). The pre-hydrolytic state is stable and does not undergo 
any structural rearrangement, but it forms the K1-N7 interaction rapidly after the equilibration phase. B) MD simulations 
of the N7-deaza state (structure of N7-deaza-G in the inset). The absence of the K1-N7 interaction alters the conformation 
of G288, eventually leading to active site misfolding (dM1-M2 = 5.28 ± 0.12 Å, red trace). C) Graphical representation 
of the K1-N7 interaction modeled from the simulations of the pre-hydrolytic state. The J2/3 junction (purple, ball and 
stick representation), M1 and M2 (green spheres), and the catalytic triad and two-nucleotide bulge (yellow, ball and 
stick representation, backbone as ribbon) are highlighted, together with the key descriptors reported in panels A and B 
(dotted lines represent dK1-N7G288 and dM1-M2). Disruption of K1-N7 causes G288 and G359 to move from their 
triple helix conformation (i.e. from the pre-hydrolytic state, solid colors) to a state in which the triple helix is broken (i.e. 
as simulated for the N7-deaza state, semi-transparent representation). 

To specifically monitor the triple helix geometry, we used the following two 

geometrical parameters: (i) the distance between the O2 atom of C289 (J2/3) and 

the N4 atom of G358 (D5, catalytic triad) (d289-358), which adopts values ≤ 3 Å in 

the triple helix configuration and > 3 Å when the triple helix is disrupted; and (ii) 

the angle α between the nucleobases plains of C358 and its Watson-Crick pair G385, 

which adopts values ≤ 0.35 rad in the triple helix configuration and > 0.35 rad when 

the triple helix is disrupted (Supplementary Figure A.6). Indeed, d289-358 = 2.7 Å 

and α = 0.17 rad in the crystallized pre-hydrolytic state (PDB id: 4FAQ), which 
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harbors K1 and adopts the triple helix configuration. Notably, though, after K1 

release in our MD simulations, d289-358 reached average values of ~ 4.88 ± 1.05 

Å and α reached average values of ~ 0.63 ± 0.14 rad in the protonated state (~ 3.07 

± 0.14 Å and ~ 0.47 ± 0.10 rad in the non-protonated state, respectively), suggesting 

that the triple helix is destabilized and the active site may toggle under these 

conditions (Supplementary Figure A.6). 

Finally, we also simulated the crystallized G- and U-mutants in the cleaved and 

post-hydrolytic states (eight simulations, ~600 ns each; Supplementary Figures A.7 

and A.8). We noted that the K1-N7G288 interaction was not stably formed in the 

mutants, preventing K1 release (Supplementary Figures A.7 and A.8). Thus, the 

triple helix was stabilized in its crystallographic conformation. 

 
 

Figure 3.6: Protonation of N3C358 favors K1 release. Evolution of dM1-M2 (red trace), dK1-N7 (green trace), and 
dM2-O6 (blue trace) over the course of MD simulations of: A) the cleaved state, and B) the cleaved-H+ state. Shading 
around the traces indicates the s.d. of the corresponding distance Schematic structures of non-protonated and protonated 
cytidine groups are depicted in the bottom right of each panel. K1 is released after ~300 ns and ~ 40 ns from the two 
states, respectively (red arrow). C) Structure of the active site at the beginning of the simulations after the formation of 
K1-N7G288. D) Structure of the active site at the end of the simulations, after K1 release. K1 is released after the 
solvation of the active site (water molecule depicted as a red sphere, W).  
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For example, in the simulations, d289-358 = 2.67 ± 0.24 Å and α = 0.19 ± 0.11 

rad for the G-mutant (α = 0.15 rad in PDB id 6T3K) and d289-358 = 1.95 ± 0.23 Å 

and α = 0.33 ± 0.13 rad for the U-mutant (α = 0.31 rad in PDB id=6T3R) 

(Supplementary Figures A.7 and A.8). These simulations suggest that the G- and U-

mutants are unlikely to toggle in their cleaved form. 

Taken together, these data suggest that K1 is stably bound to the active site in the 

pre-hydrolytic state of the wild type intron, but is spontaneously released from the 

active site immediately after 5’-exon hydrolysis. The release of K1 breaks the 

catalytic triple helix, and the intron begins sampling the toggled conformation. Such 

a rearrangement is significantly favored by protonation of N3C358, and it does not 

occur in the G- and U-mutants, which cannot be protonated. 

3.7 The K1-N7G288 Interaction Stabilizes the Intron Active Site 

Interestingly, in the simulations of the wild type intron described above, but not 

in the simulations of the mutants, K1 establishes a stable interaction with N7G288 

within a very short time after equilibration (Figures 3.5-3.6 and Supplementary 

Figures A.4-A.8). Moreover, simulations of the cleaved state immediately after 5’-

exon hydrolysis showed that interaction with N7G288 is a necessary step for 

releasing K1 from the active site (Figure 3.6 and Supplementary Figure A.5). 

Importantly, an N7-deaza mutation at position G288 was shown to impair the first 

step of splicing34. These observations suggest that the K1- N7G288 interaction may 

be structurally and functionally important for splicing. To test this hypothesis, we 

modeled the N7-deaza mutation at G288 in the pre-hydrolytic state (PDB id: 4FAQ), 

and we tested the importance of the K1-N7G288 interaction for the proper folding 

of the active site. Three classical MD simulations of these in silico mutants (~200 

ns each) showed that the loss of the K1-N7G288 interaction irreversibly destabilized 

the triple helix, causing separation of M1-M2 (averaged dM1-M2 = 5.28 ± 0.12 Å, 

Figure 3.5B) and eventually leading to the unfolding of the active site.  

These data suggest that the K1-N7G288 interaction plays a crucial role in 

preventing premature release of K1 and consequent disruption of the triple helix.  
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3.8 Toggling Energetics Agree With Catalytic Rate Constants 

To appropriately sample and semi-quantitively evaluate the energetics associated 

with intron toggling, we used path-metadynamics (MtD).147 We performed 

enhanced sampling MtD simulations starting from either the cleaved protonated or 

non-protonated wild type models and terminating at the toggled state (referred to as 

the the cH+→ T and the c→ T, respectively; see details in the Methods section). The 

reference path involves exclusively the J2/3 junction, which rearranges as defined 

from structural data,35 and employs two collective variables that trace i) the progress 

of the system along the reference path (variable S), and ii) the distance of the 

sampled conformations from the reference path (variable Z). In this way, MtD 

simulations sample the conformational space to find the lowest energy path for the 

conformational change under investigation. Notably, the non-bonded metal cluster 

M1-M2-K1-K2 and its extended coordination shell at the catalytic site can freely 

explore conformational space during these simulations. 

Mechanistically, in simulations where C358 was protonated, the system first 

sampled a large, deep free energy minimum that contained multiple isoenergetic 

conformational states. While A287 freely explored the conformational space, C358 

protonation disrupted the canonical WC base pairing with G385, leading to C358 

rotation (d289-358 = 5.85 ± 1.94 Å and α = 0.34 ± 0.08 rad, state A, Figure 3.7). 

This spontaneous rearrangement promoted hydration of the K1 binding site, with 

consequent prompt release of K1 to the bulk solvent, disruption of the hydrogen 

bond contacts between C358 and C289, and further separation of these two residues 

(d289-358 = 10.33 ± 1.75 Å and α = 1.24 ± 0.18 rad, state B, Figure 3.7). In this 

conformation, the flexibility of J2/3 nucleotides was enhanced, allowing G288 and 

C289 to rotate out of the active site and to stack with A287, thus enabling the 

disruption of the C377-C360 base pair (Toggled state, Figure 3.7). The computed 

energetic barrier for this overall transition (ΔG‡cH+-T) was ~20 kcal mol-1, while the 

final metastable toggled state had a value of about +5 kcal mol-1 relative to the triple 

helix conformer (Figure 3.7). 
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Figure 3.7: Energetics associated with intron toggling in the protonated state. A) Structural architecture of the 
active site for the intermediate A, intermediate B, and toggled states identified by the MtD simulation reported in panel 
B. B) Path MtD free energy landscape of the cleaved-H+ state. The intermediate A, intermediate B, and toggled states 
are indicated along the MtD trajectory (dark blue dotted line). The energy scale is indicated in kcal mol-1 on the right. 
The conformations of the J2/3 junction in state A and in the toggled state are represented at the bottom of the figure. 

Nucleotides within J2/3 also rearranged in the non-protonated configuration, 

albeit with different dynamics and higher energy barriers. Indeed, with the 

spontaneous rotation of A287, the intron rearranged into the first intermediate state 

(d289-358 = 2.97 ± 0.21 Å and α = 0.17 ± 0.08 rad, state A’, Supplementary Figure 

A.9, which is the lowest free energy minimum), in which K1 is more exposed to the 

bulk water. K1 is then released simultaneously to the partial rotation of G288. This 

led to the disruption of the triple helix and the formation of a second intermediate 

state (d289-358 = 7.97 ± 1.19 Å and α = 0.31 ± 0.16 rad, state B’, Supplementary 

Figure A.9). Finally, the stacking of A287 and C289 with G288, together with the 

rotation of C377, completed the conformational rearrangement and formed the final 

toggled state (Supplementary Figure A.9). The computed free energy barrier for this 
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transition (ΔG‡c-T) was ~25 kcal mol-1, which is therefore less favorable than that of 

the protonated intron (ΔG‡cH+-T ~20 kcal mol-1). Importantly, the final metastable 

toggled state had a value of about +5 kcal mol-1 relative to lowest free energy 

minimum (state A’, Supplementary Figure A.9). These computed activation barriers 

are a good match with empirical values calculated using the experimental splicing 

rate constants inserted into the Eyring–Polanyi equation148,149 (k1 = 0.031 ± 0.003 

min-1 → ΔG‡1 = 22.8 kcal mol-1 ; k2 = 0.026 ± 0.003 min-1 → ΔG‡2 = 22.9 kcal mol-

1). This result corroborates our proposed toggling mechanism, indicating that 

conformational rearrangements of the intron active site between the catalytically 

active triple helix configuration and the toggled structure captured 

crystallographically16 are compatible with catalysis. 
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3.9 Discussion 

By combining structural, enzymatic, and computational methods, we have 

elucidated the molecular mechanism for the transition between the two steps of 

group II intron splicing and we have described the dynamic behavior of the intron 

active site as it moves through the splicing process (Figure 3.8).  
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Figure 3.8: Revised group II intron splicing cycle. A) Snapshots of the intron active site derived from the crystal 
structures and the MD simulations. In the pre-catalytic state, which corresponds to the pre-hydrolytic state of the first 
step of splicing, a water molecule (light blue sphere, W) or the 2’-OH of a bulged adenosine are poised for nucleophilic 
attack on the scissile phosphate (orange sphere, SP) (PDB id. 4FAQ). In this state, the intron established the K1-N7G288 
interaction, and the nucleophile cleaves the intron-5’-exon junction. Immediately after hydrolytic cleavage, the proton 
released by the nucleophile initially to the bulk solvent is shuttled to C358 in the catalytic triad. C358 protonation favors 
release of the metal ions cluster and toggling of J2/3 junction (PDB id. 4FAX). This conformational rearrangement likely 
prompts the release of the products of the first step of splicing, subsequent rearrangement of D6, and reverse toggling of 
J2/3 to reconstitute the active site and align second step reactants. Finally, cleavage of intron-3’exon junction leads to 
the release of free linear intron (PDB id. 4E8M) and spliced exons. The free intron is still an active ribozyme, which can 
retrotranspose into target genomic DNA and re-initiate a new splicing cycle (dashed grey arrow). Relevant intron motifs 
are shown as cartoon representations in green. The 5’-exon is in blue, the 3’-exon in brown. K1 is shown as a violet 
sphere, M1 and M2 as yellow spheres. K2 is not shown for clarity. Intron states described in this work are labeled red, 
and differences between consecutive panels are indicated as bold orange labels. B) Sketches of the intron active sites 
corresponding to panels A1/2 (precatalytic state with K1-N7 interaction, left) and A5/6 (K1 release and toggling, right) 
drawn in the same style as in Figure 1A. For clarity, only the 5’-splice site is represented. The red dotted arrow indicates 
the proton transfer pathway from the nucleophile (Nuc) to N3C358. 

In the pre-hydrolytic state, the group II intron adopts the triple helix 

conformation, which coordinates the heteronuclear metal cluster M1-M2-K1-

K2.35,36 M2 and the phosphate backbone of C358 deprotonate the reaction 

nucleophile for catalyzing the scission of the 5’-splice-site. At this stage, the proton 

released into bulk solvent by the reaction nucleophile44 is transferred to the N3 atom 

on the C358 nucleobase, either via specific proton transfer pathways, as previously 

proposed44 (an illustration of one possible transfer pathway is reported in 

Supplementary Figure A.2A) or via simple diffusion through the solvent. 

Independent on the exact proton transfer mechanism, hybrid quantum-classical 

simulations suggest that C358 remains stably protonated on N3, never exchanging 

its proton with surrounding water in the quantum region (Supplementary Figure 

A.2B-C). Indeed, it is remarkable that position 358 is often occupied by an 

adenosine (which is readily protonated) in the majority of group II introns and in the 

spliceosome, but it never varies to G or U (which are nucleobases that cannot be 

protonated). C358 protonation thus emerges as a previously-unrecognized event that 

stimulates the progression of the intron towards the second step of splicing. Indeed, 

when we experimentally replaced C358 with adenosine, splicing was unaffected. 

But when we replaced C358 with either a G or a U, the mutated intron accumulated 

linear intron/3’-exon intermediate (I-3e), indicating a defect in the progression onto 

the second step of splicing. Notably, and in line with the MD simulations of 

protonated and non-protonated wild type intron in the cleaved post-hydrolytic state 

(see below), splicing is not completely inhibited in the mutants, suggesting that 
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protonation accelerates splicing but it is not essential. These differences in kinetics 

likely constitute a phenotypic advantage for the intron, which has preserved 

protonatable residues at position 358 throughout evolution. When position 358 is 

occupied by a G or U residue, steric or electrostatic perturbations may also 

contribute to the observed splicing defects. The extent of such perturbations may be 

qualitatively inferred from the behavior of the A-mutant, which – despite being 

protonatable at position 358 – contains a bulkier purine substitute. Remarkably, 

splicing defects of the A-mutant are minimal (~2-fold, Figure 3.2 and 

Supplementary Table A.2) and crucially, they do not lead to accumulation of an I-

3e intermediate (Figure 3.2 and Supplementary Table A.2), suggesting that the 

defects of the G- and U-mutants predominantly derive from their inability to become 

protonated at position 358. The crystal structures of these mutants additionally 

confirm that these constructs preserve triple helix architecture, so any perturbation 

of their active site must be minimal. Finally, the crystallographic data suggest that 

the G- and U-mutants do not sample the toggled conformation, thus impairing a 

critical rearrangement of the intron active site between the two steps of splicing.  

Molecular dynamics (MD) simulations enabled us to dissect the precise sequence 

of events that lead from 5’-splice site cleavage to toggling. Most importantly, we 

observed that 5’-exon hydrolysis induces a spontaneous and prompt release of K1 

from the active site, as previously hypothesized.35 This key event, which happens 

only in the post-hydrolytic but not in the pre-hydrolytic state, is much favored by 

protonation of C358, which induces fast K1 release (just after ~50 ns when 

protonated, as compared to ~250 ns in the non-protonated state, with an energetic 

barrier of ΔG‡cH+-T ~ 20 kcal mol-1 and ΔG‡c-T ~25 kcal mol-1, respectively). These 

observations reveal that K1 is a highly dynamic ion, despite its tight coordination to 

nearly all active site residues in the catalytic triple helix configuration, and it plays 

an extremely crucial role during splicing. The interaction of K1 with N7G288, in the 

J2/3 junction, is particularly important for stabilizing the intron active site in the 

catalytically competent configuration and for controlling the binding and release of 
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K1 within the active site along the splicing cycle. These results explain why N7G288-

deaza mutants are defective in splicing.150  

As a result of K1 release, the triple helix conformation becomes unstable. Under 

such circumstances, G288 toggles out of the active site, undergoing backbone 

rotations that expose the Watson-Crick face of guanosine to functional groups in D3 

and the Hoogsteen face to a cavity that is likely occupied by D6 and by 3’-splice 

junction residues.35,127,129,130 In this conformation, G288 is thus optimally placed to 

promote key interactions that facilitate the second step of splicing (see below). MtD 

simulations show that the energy required for such conformational toggling is 

compatible with catalytic rate constants. Importantly, mutants that are defective for 

toggling, either because they cannot be protonated or because their triple helix is 

stable even under conditions where the wild type toggles (i.e. the G- and U-mutants 

described here, and the C377G mutant studied previously),35 fail to progress onto 

the second step of splicing.  

Toggling of the J2/3 junction and progression to the second step of splicing is 

also likely to involve A287 (nucleotide γ). In our simulations, A287 establishes a 

canonical WC interaction with the second nucleobase of the intron (U2; dU2-A287 = 

2.13 ± 0.32 Å; Supplementary Figure A.10), which was maintained as long as K1 

remained in the active site, but which was broken when K1 left the active site and 

the intron toggled. Such findings suggest that G288 toggling may be needed to 

release A287 from U2. This process would ensure the formation of the essential γ-

γ’ interaction, in which A287 pairs with its partner nucleotide γ’ in D6 during the 

second step of splicing.127,151,152 After recruiting D6 via A287, the toggled intron 

would then reestablish the catalytic triple helix conformation by reverse toggling, 

explaining how the first and second steps of splicing are mechanistically connected. 

Based on the simulations, the toggled state is ~5 kcal mol-1 higher in free energy 

compared to the triple helix state, suggesting that reverse toggling is energetically 

inexpensive. It is therefore tempting to speculate that protonation and toggling also 

occur at the end of the second step, which might favor the release of the splicing 

product, and reduce the chances of spliced exons reopening.136,137 In either case, 
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these processes may be further facilitated by participation of the intron-encoded 

maturase protein. 

The idea of a rearrangement involving J2/3 and formation of a transiently inactive 

intermediate is compatible with the mechanism of splicing via the branching 

pathway. Indeed, biochemical data and recent crystal structures of lariat introns 

show that the hydrolytic and transesterification pathways occur at the same active 

site, involve positioning of the reaction nucleophile (the proton donor) in the exact 

same structural position compared to nucleotide 358, and follow the same reaction 

chemistry.37,46,127,129,130 Indeed, G- and U-mutations at the 358-equivalent position 

of the lariat-forming ai5γ intron from S. cerevisiae (A816G and A816U) display 

splicing defects similar to our G- and U-mutants.146 Moreover, a protonation-

dependent structural rearrangement mechanism is strongly supported by functional 

data obtained on the spliceosome, which is evolutionarily and chemically analogous 

to the group II intron.25,122 In the spliceosome, the last G (G52 in yeast) of the 

conserved ACAGAGA box in U6 snRNA corresponds to intron G288.144 This 

residue is in close proximity to the branch site,153 it interacts with the 5’-splice site, 

and it undergoes a rearrangement between the splicing steps154 in a process that is 

modulated by protein subunits (i.e. Prp8, Prp16)155,156 and potassium ions.73,157 Such 

reorganization of G52 facilitates the release of the 5’-end of spliceosomal introns 

from the active site after the first splicing step, while also favoring the recruitment 

of the 3’-splice junction into the active site for the second step of splicing.154 These 

rearrangements could be induced by protonation of nucleotides of the U6 ISL, which 

are analogous to the group II intron two-nucleotide bulge and catalytic triad because 

their protonation antagonizes binding of the catalytic metal ions to the spliceosome 

and induces a transient base-flipping conformational change.142,143 Furthermore, 

G52 mutations in the spliceosome have an inhibitory effect on the second step of 

splicing,158 similar to the effects we described for G288 in the group II intron in this 

and in previous work.136,159 Finally, during the splicing cycle, the spliceosome 

adopts transiently inactive states, possibly similar to the group II intron inactive 

toggled conformation, to avoid processing non-ideal pre-mRNA substrates.160 In the 
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light of these structural and functional analogies between the intron and the 

spliceosome, it seems plausible that conformational toggling and dynamics of 

catalytic metal ions in the active site may regulate spliceosomal activation, too.  

In summary, through the integration of four X-ray structures of active site 

mutants and in vitro splicing assays with multi-microsecond classical molecular 

simulations and free energy calculations, we have elucidated the dynamical 

behavior and determined the functional role of structural rearrangements within the 

group II intron active site, showing how they contribute to the mechanism of RNA 

splicing. We have determined that critical dynamic processes are triggered by 

protonation of a highly-conserved catalytic residue, thereby promoting the transition 

between the first and the second steps of splicing. Importantly, the resulting 

mechanism explains the apparent paradox of how and why a tightly bound metal 

ion cluster can be broken and reformed during the catalytic cycle, thereby promoting 

a directional sequence of coordinated chemical reactions. These findings may help 

in future engineering of complex, RNA-based enzymes for use as biotechnological 

tools and gene-specific therapeutics.33,71  
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3.9 Methods 

Cloning and mutagenesis 

The constructs of Oceanobacillus iheyensis group II intron used in this work are 

the pOiA wild type and the OiD1-5 crystallization constructs of the Oceanobacillus 

iheyensis group II intron.35 All mutagenesis experiments were performed using the 

PfuUltra II Hotstart PCR Master Mix (Agilent). The restriction enzymes ClaI and 

BamHI used for template linearization were purchased from NEB. All constructs 

were confirmed by DNA sequencing (W. M. Keck Foundation Biotechnology 

Resource Laboratory, Yale University, and Eurofins). 

 

In vitro transcription and purification 

Following restriction with the appropriate endonucleases at 37°C overnight, the 

intron was transcribed in vitro using T7 polymerase.35 For crystallization 

purposes,133,134 it was then purified under non-denaturing conditions,161 rebuffered 

and concentrated to 80 µM in 10 mM MgCl2 and 5 mM sodium cacodylate pH 6.5. 

For splicing studies, the intron was radiolabeled during transcription, purified in a 

denatured state,35 and subsequently refolded.  

 

Splicing assays 

Purified radiolabeled intron precursor was refolded by denaturation at 95°C for 1 

minute in the presence of 40 mM Na-MOPS pH 7.5, and cooled at room temperature 

for 2 minutes. Subsequently, the appropriate monovalent ions were added to a final 

concentration of 150 mM. Finally, MgCl2 was added to a final concentration of 5 

mM to start the splicing reaction. The refolded precursor samples were incubated at 

37°C. 1 μL aliquots of the splicing reactions taken at specific time-points were 

quenched by the addition of 20 μL gel loading solution containing urea and chilled 

on ice. The samples were analyzed onto a denaturing 5 % (w/v) polyacrylamide gel. 
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The kinetic rate constants were calculated using the Prism 6 package (GraphPad 

Software). 

 

Crystallization 

The natively-purified intron was mixed with a 0.5 mM spermine solution in 10 

mM MgCl2 and 5 mM sodium cacodylate pH 6.5, and with the crystallization buffer 

in a 1:1:1 volume ratio.133 Crystals were grown at 30°C by the hanging drop vapor 

diffusion method using 2 μL sample drops and 300 μL crystallization solution in a 

sealed chamber (EasyXtal 15-Well Tool, Qiagen). Crystals were harvested after 2 – 

3 weeks. Crystals were cryo-protected in a solution containing the corresponding 

crystallization buffers supplemented with 25 % EG and immediately flash-frozen in 

liquid nitrogen. The crystallization solutions used to solve the structures of the 

excised intron presented in this work were composed of: (i) 50 mM Na-HEPES pH 

7.0, 100 mM magnesium acetate, 150 mM potassium chloride, 10 mM lithium 

chloride, 4% PEG 8000 for the G-mutant in potassium and magnesium (PDB id: 

6T3K), (ii) 50 mM Na-HEPES pH 7.0, 100 mM magnesium acetate, 150 mM 

potassium chloride, 10 mM lithium chloride, 4% PEG 8000 for the U-mutant in 

potassium and magnesium (PDB id: 6T3R), (iii) 50 mM Na-HEPES pH 7.0, 100 

mM magnesium acetate, 150 mM sodium chloride, 4% PEG 8000 for the G-mutant 

in sodium and magnesium (PDB id: 6T3N), and (iv) 50 mM Na-HEPES pH 7.0, 100 

mM magnesium acetate, 150 mM sodium chloride, 4% PEG 8000 for the U-mutant 

in sodium and magnesium (PDB id: 6T3S). 

 

Structure determination 

Diffraction data were collected with an X-ray beam wavelength of 0.979 Å and 

at a temperature of 100 K at beamlines 24ID-C and E (NE-CAT) at the Argonne 

Photon Source (APS), Argonne, IL, and processed with the Rapid Automated 

Processing of Data (RAPD) software package (https://rapd.nec.aps.anl.gov/rapd/) 

and with the XDS suite.162 The structures were solved by molecular replacement 
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using Phaser in CCP4163 and the RNA coordinates of PDB entry 4FAR (without 

solvent atoms) as the initial model.35,133,134 The models were improved automatically 

in Phenix164 and Refmac5,163 and manually in Coot,165 and finally evaluated by 

MolProbity.166 The figures depicting the structures were drawn using PyMOL.167 

Stereo images of selected regions of the electron density are reported in 

Supplementary Figure 11. 

 

pKA calculations 

We used continuum electrostatics calculations based on the nonlinear Poisson-

Boltzmann equation to estimate the pKA of C358 in the pre-hydrolytic state (PDB 

id. 4FAQ) and in the toggled state (PDB id. 4FAU). Calculations were performed 

with DelPhiPKa,168 using a pH range from 0 to 14 with a pH interval of 0.5, a 

dielectric constant for RNA εRNA = 4, and a dielectric constant for solvent εsolvent = 

80. Metals were not considered in the calculations. 

 

Structural models for molecular dynamics (MD) simulations 

We have used ten systems for MD simulations: (i) The pre-hydrolytic state, a 

wild type system modeled on PDB id: 4FAQ;35 (ii) The N7-deaza state, a pre-

hydrolytic state in which N7G288 was replaced by a carbon atom; (iii) The cleaved 

state, a pre-hydrolytic state in which the phosphodiester bond between the intron 

and the 5’-exon was broken introducing an oxygen atom and inverting the 

stereochemical configuration of the scissile phosphate, and in which Ca2+ ions were 

replaced with Mg2+ ions; (iv) The cleaved-H+ state, a cleaved state protonated on 

N3C358; (v) The post-hydrolytic state, a wild type system modeled on PDB id: 4FAR; 

(vi) The post-hydrolytic H+ state, a post-hydrolytic state protonated at N3C358; (vii) 

The post-hydrolytic G-mutant, modeled on the structure of the G-mutant in 

potassium and magnesium; (viii) The cleaved G-mutant, a cleaved state carrying the 

C289G/C358G/G385C triple mutations; (ix) The post-hydrolytic U-mutant, 

modeled on the structure of the G-mutant in potassium and magnesium; (x) The 
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cleaved U-mutant, a cleaved state carrying the C289U/C358U/G385A triple 

mutations. Each system was hydrated with a 12-Å layer of TIP3P169 water 

molecules, and the ions concentration was set to the same used for crystallization.35 

All the crystallized ions and water molecules were considered for model building. 

The final models are thus enclosed in a box of ~145·125·144 Å3, containing 

~220,000 water molecules, resulting in a total of ~250,000 atoms for each system.   

 

MD simulation set up 

The AMBER-ff12SB (ff99+bsc0+χOL3)97 was used for the parametrization of 

the RNA. Nucleotide G288 in the N7-deaza model, nucleotide C358 in the cleaved-

H+ and post-hydrolytic H+ models, and both 5’- and 3’- terminal nucleotides in all 

models were parametrized with the general amber force field (i.e. GAFF),170 and 

their atomic charges were derived with RESP procedure.171 We used the Joung-

Cheatham parameters172 for the monovalent metal ions, while the divalent metal 

ions were parametrized according to Li and Merz.173 In the simulations, we have 

used ionic concentrations of 100 mM for magnesium ions and 150 mM for 

potassium ions, in line with the crystallization conditions of the intron (see above). 

The two catalytic metal ions were modeled using a flexible nonbonded approach 

based on the atoms in molecules partitioning scheme.80,174,175 All MD simulations 

were performed with Gromacs 5.1.4.176 The integration time step was set to 2 fs, 

while the length of all covalent bonds was set with the P-LINCS algorithm.177 A 

temperature of 310K was imposed using a velocity-rescaling thermostat178 with a 

relaxation time τ = 0.1 ps, while pressure control was achieved with Parrinello-

Rahman barostat179 at reference pressure of 1 atm with τ = 2 ps. Periodic boundary 

conditions in the three directions of Cartesian space were applied. Particle Mesh 

Ewald method, with a Fourier grid spacing of 1.6 Å, was used to treat long-range 

electrostatics. All the systems were subjected to the same simulation protocol. To 

relax the water molecule and the ions, energy minimization was carried out. At this 

stage, active core ions (M1, M2, K1, K2, K4)36 along with the RNA backbone were 

kept fixed with harmonic positional restraints of 500 kcal/mol·Å2. Subsequently, the 
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systems were heated up from 0 to 310 K with an NVT simulation of ~1 ns with the 

same positional restraints used in the energy minimization. A second NVT of ~1 ns 

was then performed at a fixed temperature (310 K), halving the positional restraints. 

Additionally, ~1 ns of NPT simulation was performed with 100 kcal/mol·Å2 

residual restraints on the backbone and the core ions to allow partial backbone 

relaxation. Finally, different production runs were performed in the NPT ensemble 

for each system. We collected overall more than 15 µs of MD trajectories, 

specifically:  (i) ~1.8 µs for the pre-hydrolytic system, 2 replicas; (ii) ~600 ns for 

the N7-deaza system, 3 replicas; (iii) ~1.2 µs for the cleaved system, 2 replicas; (iv) 

~1.2 µs for the cleaved-H+ system, 2 replicas; (v) ~4.5 µs for the post-hydrolytic 

system, 6 replicas; (vi) ~1 µs for the post-hydrolytic H+ state, a post-hydrolytic state 

protonated at N3C358, 3 replicas; (vii) ~1.2 µs for the post-hydrolytic G-mutant, 

modelled on the structure of the G-mutant in potassium and magnesium, 2 replicas; 

(viii) ~1.2 µs for the cleaved G-mutant, a cleaved state carrying the 

C289G/C358G/G385C triple mutations, 2 replicas; (ix) ~1.2 µs for the post-

hydrolytic U-mutant, modelled on the structure of the G-mutant in potassium and 

magnesium, 2 replicas; (x) 1.2 µs for the cleaved U-mutant, a cleaved state carrying 

the C289U/C358U/G385A triple mutations, 2 replicas. For each system, statistics 

were collected after the systems reached the equilibration (i.e. stabilization of the 

RMSD of the nucleic acid backbone), thus discarding the first 25 ns of the 

trajectories. 

 

Metadynamics simulations 

The reference path was built upon the different conformations of the nucleotides 

U285 to A290 in the pre-hydrolytic and toggled states (PDB id: 4FAQ and 4FAX, 

respectively).35 The two structures were used to generate 30 interpolated 

intermediates through the MolMov morphing server.180 Each intermediate was 

subjected to energy minimization, and 16 snapshots were chosen to build the path. 

Each node of the path (i.e. intermediate structure) is equally spaced with a distance 

of ~ 0.32 Å. According to Branduardi et al.,111 we defined two-path collective 
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variables (pCV): (i) S, which defines the progress along the reference path; (ii) Z, 

which measures the distance from the reference path. To sample the free energy 

landscape, we used adaptative-width metadynamics as implemented in 

Plumed,147,181 in which the width of the gaussian was determined by the fluctuation 

of S and Z over a time interval of 1 ps. A lower-bound limit for the width of the 

gaussian was set to 0.03 in the appropriate unit for each coordinate. The height of 

the gaussian was set to 0.3 kJ/mol with an additional frequency of 1 ps. By 

considering the distance between the nodes of the path, we set a λ = 23.66 Å-2. We 

collected: (i) 350 ns, for the transition cleaved state to toggled state (referred to as 

c→ T); (ii) 200 ns for the transition cleaved-H+ state to the toggled state (referred to 

as cH+→ T). 

 

Hybrid mechanical/molecular mechanical (QM/MM) simulations 

Hybrid quantum mechanical/molecular mechanical (QM/MM) simulations were 

performed on the structure of the cleaved-H+ state with CP2K molecular dynamics 

engine182 to explore the stability of the protonated form of N3C358. The AMBER 

force field was used for the MM subsystem, whereas Density Functional Theory 

(DFT) was used to describe the QM atoms. The BLYP functional183  supplemented 

by a dispersion correction was employed.184 The Quickstep algorithm was used to 

solve the electronic structure problem,185 employing a double zeta plus polarization 

(DZVP) basis set186 to represent the valence orbitals and plane waves for the electron 

density (320 Ry cutoff). Goedecker-Teter-Hutter (GTH) type pseudopotentials were 

used for valence-core interactions.187 Wavefunction optimization was achieved 

through an orbital transformation method188 using a threshold of 5·10-7 on the 

electronic gradient as a convergence criterion. The QM/MM coupling follows the 

protocol proposed by Laino and collaborators.188 Simulations were performed in the 

NVT ensemble (300K), employing a velocity rescaling thermostat178 in the initial 

configuration. After about 4.3 ps, a second water molecule was included in the QM 
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region, and the simulation was restarted to collect 15 ps of simulation time. N3C358 

remained stably protonated throughout the entire simulation. 



69 
 

Chapter 4. Controlled Trafficking of Multiple and 

Diverse Cations Prompts Nucleic Acid 

Hydrolysis 

 

4.1 Abstract 

Recent in crystallo reaction intermediates have detailed how nucleic acid 

hydrolysis occurs in the RNA ribonuclease H1 (RNase H1), a fundamental 

metalloenzyme involved in maintaining the human genome. At odds with the 

previous characterization, these in crystallo structures unexpectedly captured 

multiple metal ions (K+ and Mg2+) transiently bound in the vicinity of the two-metal-

ion active site. Using multi-microsecond all-atom molecular dynamics and free-

energy simulations, we investigated the functional implications of the dynamic 

exchange of multiple K+ and Mg2+ ions at the RNase H1 reaction center. We found 

that such ions are timely positioned at non-overlapping locations near the active site, 

at different stages of catalysis, being crucial for both reactants’ alignment and 

leaving group departure. We also found that this cation trafficking is tightly 

regulated by variations of the solution’s ionic strength and is aided by two conserved 

second-shell residues, E188 and K196, suggesting a mechanism for the cations’ 

recruitment during catalysis. These results indicate that controlled trafficking of 

multi-cation dynamics, opportunely prompted by second-shell residues, is 

functionally essential to the complex enzymatic machinery of the RNase H1. It also 

opens new catalytic possibilities for other similar metalloenzymes including, but not 

limited to, CRISPR-Cas9 and group II intron ribozyme. 
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4.2 Introduction 

Recently, structural and biophysical studies have revealed that additional metal 

ions (viz., K+ and Mg2+) are transiently engaged in the vicinity of the well-

recognized two-metal-ion catalytic site of enzymes like DNA/RNA 

polymerases,77,189 endo- and exo-nucleases,190–192 and even type II 

topoisomerase.69,70,193 All these metalloenzymes are fundamental for the expression 

and maintenance of RNA and DNA within the cell,193–195 and are often targeted to 

treat human diseases, from cancer to viral and bacterial infections.196–198  

Remarkably, transient K+ and Mg2+ ions have been often captured unexpectedly 

close to conserved second-shell protein residues, which have been thereby proposed 

to favor metal recognition and recruitment from the bulk.76 Such positive ions at the 

metal-aided catalytic site during the processing of nucleic acids were suggested to 

contribute actively to the overall catalytic process,59,73,77–79,175,199,200 although their 

exact functional and dynamic role remains only partially understood. 

In this context, the prototypical nucleic acid-processing enzyme RNA 

ribonuclease H1 (RNase H1, Figure 4.1A), which cleaves phosphodiester bond in 

RNA:DNA hybrids being responsible for removing the Okazaki fragments during 

DNA replication,61 has been extensively characterized via biophysical62,201–206 and 

computational64,66,207 studies. 

Nevertheless, only recent data, obtained using time-resolved X-ray 

crystallography,72 have shown that the catalysis of RNase H1 is accompanied by the 

trafficking of both mono (K+) and divalent (Mg2+) metal ions, transiently bound in 

the vicinity of the two-metal-ion catalytic site, at different stages of catalysis (Figure 

4.1B-C). Indeed, the new X-ray structures of the Bacillus Halodurans RNase H1 in 

complex with an RNA:DNA hybrid substrate have captured the in crystallo 

intermediates of the catalysis (Figure 4.1B-C). The active site displays both catalytic 

Mg2+ ions (MA-MB) properly located and coordinated by first-shell conserved 

carboxylates, referred to as the DEDD motif (D71, E109, D132, D192).  
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Figure 4.1: RNase H1 catalytic intermediates captured by time-resolved X-ray crystallography.72 (A) Overview of 

the RNase H1 (white) in complex with an RNA:DNA hybrid (green:red). (B) Catalytic site before RNA hydrolysis (i.e., 
reactant state, PDBid: 6DO9). The catalytic residues forming the DEDD motif (D71, E109, D132 and D192; white) and 
the second shell residue E188 (blue) are represented as sticks. RNA nucleotides (green) including the scissile phosphate 
(PSCI) and its adjacent phosphate (PADJ) are also shown. The two catalytic magnesium ions MA-MB (orange) and the 
additional potassium ions KW and KU (purple) are shown as spheres. (C) Catalytic site upon RNA hydrolysis (i.e., product 
state, PDBid: 6DOX). Here, KU is replaced by the third divalent metal ion MC (orange), or by the monovalent KV (purple), 
while the second-shell residue K196 (yellow) can directly interact with the scissile phosphate. 

These novel findings support the possible functional role of such transitory metal 

ions.59,73,77–79,175,199 Intriguingly, prior RNA hydrolysis, two K+ ions are captured at 

the active site, at different times (Figure 4.1B). The X-ray structure solved 40 

seconds (40s) after the in crystallo incubation shows that a K+ ion locates at the “U” 

site (and is hereafter named KU, PDBid: 6DMV, Figure B.1A).72 In this position, KU 

binds to the catalytic D192 and the phosphate adjacent (PADJ) to the scissile group 

(PSCI). Notably, at this stage, no reaction is observed as the Michaelis-Menten 

complex is not adequately formed. The distance between Pro-Sp oxygen (OSp) of 

the scissile phosphate and the catalytic MB is 2.6Å (dMB–OSp in Figure B.1A, close-

up view). Subsequently, after 120s, a second K+ ion locates at the “W” site (viz., 

KW, Figure 4.1B; PDBid: 6DO9),72 where it is directly coordinated to the second-

shell residue E188 and to PSCI, in agreement with previous proposal from classical 

molecular simulations of this enzyme.66 Notably, at this stage, the scissile phosphate 

results properly positioned for the catalysis, profiting of the increased vicinity to MB 

(with the dMB–OSp = 2.2Å, Figure B.1B, close-up view). Then, upon RNA 

hydrolysis, while KW is still present at the active site (Figure 4.1C), the occupancy 

of KU decreases with product formation. Indeed, after 360s, a third K+ ion locates 

very close to the “U” site, at the “V” site (viz., KV, Figure 4.1C; PDBid: 6DOX),72 

eventually substituting KU. Moreover, at high concentrations of divalent metals 
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[M2+], a third Mg2+ ion is captured to directly coordinate the scissile phosphate at 

the “C” site (viz., MC, Figure 4.1C; PDBid: 6DPD).72 The in crystallo catalysis has 

also shown that the RNase H1 activity depends on the ionic strength of the reaction 

buffer.72 Indeed, the formation of reaction products increases with the concentration 

of both K+ and Mg2+ cations (i.e., [K+] and [Mg2+]), although an excess of ions leads 

to the so-called “attenuation effect”, which reduces RNA hydrolysis.  

Interestingly, catalysis is impaired for the single mutants E188A or K196A, in 

presence of Mg2+.72 The X-ray structures of such mutants have revealed an altered 

active site architecture as compared to the wild type (wt) RNase H1 upon RNA 

hydrolysis, with only partial product formation. In the product structure of the 

E188A mutant, no K+ ion locates at the “W” site (Figure B.2A), in contrast to what 

observed in the wt form, indicating that E188 directly impacts the presence of K+ at 

the active site. On the other hand, in the structure of the K196A mutant (Figure 

B.2B), one K+ ion is captured at the “W” site, as in the wt RNase H1. Nonetheless, 

in absence of K196, the products are misfolded due to a slight rotation of the scissile 

phosphate, in contrast to what was observed in the reactive center of the wt form. 

Most importantly, no other MC locates at the active site in this K196A mutant.   

Such a wealth of structural and biochemical evidence suggests a functional role 

of multiple metal ions (K+ and Mg2+) transiently bound in the vicinity of the two-

metal-ion active site in RNase H1, where metal trafficking and exact localization at 

the reaction center seems critical for catalysis.72 Indeed, this mechanistic hypothesis 

would justify the stage-dependent location of additional mono and divalent metals 

during catalysis, as observed in the in crystallo intermediates of RNase H1. 

To test this hypothesis and examine the dynamics of this complex step-wise and 

metal-aided enzymatic process, we applied extensive all-atom molecular dynamics 

(MD) and free-energy simulations (>27 μs, in total) on multiple systems of RNase 

H1, at different stages of the catalysis and ionic strengths of the solution. Our results 

identify an ordered dynamics of multiple cations and their controlled trafficking at 

the RNase H1 active site as a functional element of the enzymatic strategy to prompt 

RNA hydrolysis. 



73 
 

4.3 Two Transient K+ Ions Are Alternatively Located at the 

Reactants for Catalysis. 

According to structural data,72 the RNase H1 catalytic site can contain three K+ 

ions, namely KU, KW, and KV, which are located at the respective binding site “U”, 

“W”, and “V” (Figure 4.1). The in crystallo data also show that this extended K+ 

ion cluster is transiently formed and disrupted during catalysis. Only KU is initially 

bound (at 40s, when no reaction is observed, PDBid: 6DMV).72 Then, in the reactant 

state, KU occupancy decreases, while KW locates at the active site (at 120s, PBBid: 

6DO9; at 200s, PDBid: 6DOB). Finally, KW and KV are found in the products (at 

360s PDBid: 6DOX).72  

To investigate K+ ion's dynamical recruitment and binding at the catalytic site, 

we first performed two MD simulations of ~1 us each, where both KU and KW were 

removed from the reactant state (PDBid: 6DO9). Such simulations were run at the 

reference and optimal concentration for catalysis (in line with the experimental 

conditions of 6mM [Mg2+] and 200mM [K+]). First, we noted that even in the 

absence of K+ ions, the overall catalytic architecture is maintained well (see RMSD 

in Figure B.3). Monitoring the spatial distribution and number of K+ ions in a sphere 

of 6 Å centered on the scissile phosphate (PSCI, Figure 4.2A), we found that a 

transient K+ ion can be intermittently located at the W-site (i.e., KW). In this position, 

KW sits at ~2.77 ± 0.24 Å from PSCI, (Figure S3), in excellent agreement with X-ray 

data (PDBid: 6DO9, KW at = 2.5 Å). On the other hand, K+ ions do not occupy the 

“U” site, which remains empty (Figure 4.2A and B.4A).  

We also found that the spontaneous binding of KW is associated with a 

conformational change of the second-shell residue E188 (Figure 4.2B), which can 

assume two main orientations, pointing towards the active site as in the X-ray 

structure (viz., E188IN), and outside (viz., E188OUT) toward the bulk. By monitoring 

the variation of the torsional angle E188-θ (formed by the E188 atoms N-Cα-Cβ-

Cδ, Figure 4.2C, lower panel), we found that E188 mainly samples the E188IN state 

when KW locates at the “W” site (shown in the upper panel).  
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Figure 4.2: Occupancy of positive charges (i.e., K+ ions and K196) and conformational dynamics of E188 in the 

reactant state. (A) Spatial distribution and number of K+ ions around the scissile phosphate (PSCI) of wild type RNase 
H1, computed during MD simulations as the radius of gyration, g(r), for K+ ions at reference (green) and low (red) K+ 

concentrations. In both cases, K+ ions are mainly found at ~2.77 ± 0.24 Å from the scissile phosphate, thus located at the 
“W” site. The g(r) for K+ is also computed during MD simulations of the E188A mutant performed at reference 
concentration (brown). Here, the “W” site is never occupied by K+ ions. (B) Conformational change of the second-shell 
residue E188 (blue arrow), pointing inside the active site (E188IN) and outside (E188OUT). (C) Occupancy of the “W” 
site (upper panel) by K+ ions (purple) and by K196 (yellow); and variation of the torsional angle E188-θ (lower panel, 
computed between the N-Cα-Cβ-Cδ atoms) along MD simulations at reference [K+]. Normalized densities are on the 
right. At optimal ionic strength, the binding of K+ is favored and E188 is stabilized in the E188IN conformation. (D) Same 
descriptors as in (C) for MD simulations at low [K+]. Here, the binding of KW is disfavored, substituted by K196, and the 
inner ↔ outer swings of E188 are more frequent. 

On the other hand, E188 samples the E188OUT state when the “W” site is not 

occupied by KW. This correlation, which is also observed in the simulation replicas 

(Figure B.S6), suggests that the inner ↔ outer conformational swing of E188 can 

favor the recruitment of K+ ions from the bulk to the “W” site. Importantly, these 

findings are also in agreement with biochemical data showing that catalysis is 

impaired in the E188A mutant.72 While the active site architecture of this mutant is 

highly similar to the wt RNase H1 (Figure B.2A), the only structural difference is 

the lack of KW (PDBid: 6DPO).72 Accordingly, we further evaluated the role of E188 

for the dynamic recruitment of KW, and performed two additional MD simulations 

(1us, each). First, we simulated the E188A mutant at optimal ionic strength. As a 

result, no K+ ions bind at the active site (Figure 4.2A), at odds with what was 

observed for the wt RNase H1. This result confirms that the presence of the second-

shell E188 promotes the binding of KW. Then, we performed MD simulations of the 
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wt RNase H1, restraining the E188 residue in the “out” conformation. Here, the 

occupancy of the “W” site by K+ ions was dramatically reduced (Figure B.6C), 

suggesting that the inner ↔ outer conformational swing of E188 is fundamental to 

guarantee the recruitment and proper positioning of KW, which thus appears crucial 

for catalysis.  

As noted above, K+ ions do not occupy the “U” site during such MD simulations. 

To further corroborate this observation, a third simulation replica has been 

performed by locating one K+ ion at the “U” site, based on the coordinates of the in 

crystallo RNase H1 intermediate obtained as soon as 40s after incubation (Figure 

B.1A, PDBid: 6DMV).72 In this simulation, such K+ ion spontaneously departs from 

the “U” site (Figure B.4B), just after the equilibration phase, when the PSCI 

approaches the MA-MB reactive center.  That is, the distance between MB and the 

Pro-Sp oxygen (OSp) of the scissile phosphate reaches dMB–OSp = 1.9 ± 0.13 Å. 

Notably, these findings align with the occupancy trend observed for KU in the series 

of X-ray structures obtained at different times from incubation. Indeed, the 

occupancy of KU (KUOcc) progressively reduces when the scissile phosphate gets 

properly positioned for catalysis and approaches MB. In detail, at dMB–OSp = 2.6 Å, 

KUOcc = 0.35 (at 40s, PDBid:6DMV); at dMB–OSp = 2.2 Å, KUOcc = 0.25 (at 120s, 

PDBid:6DO9); and at dMB–OSp = 2.1 Å, KUOcc = 0.10 (200s, PDBid:6DOB). Thus, 

MD simulations agree with structural evidence, supporting that the proper 

positioning of the substrate favors KU departure.     

Interestingly, the in crystallo data also revealed that low [K+] lead to reduced 

product formation in RNase H1.72 We simulated such conditions with three more 

~1μs-long MD runs at low K+ concentration (i.e., 6mM [Mg2+] and 25mM of [K+], 

according to experimental conditions), with both “U” and “W” sites empty. This 

allowed us to investigate whether a diminished K+ ionic strength could affect the 

recruitment of K+ ions at the W site, as well as the dynamical role of E188 in this 

process. As a result, also at low [K+], we observed null occupancy of the “U” site 

(Figures 4.2A and B.4A). Moreover, the recruitment of KW occurs less frequently 

compared to the simulations at the optimal [K+] (paragraph above), as shown by the 
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decreased occupancy of the “W” site by K+ ions (Figure 4.2A). Most notably, E188 

more frequently samples the E188OUT conformation, pointing toward the solvent, 

searching for a transient K+ ion from the bulk (Figure 4.2D, lower panel). In this 

regard, however, it is worth noting that the lack of KW is often compensated by the 

positively charged side chain of the second-shell residue K196, which at times 

accesses the “W” site, with almost the same frequency of a K+ ion (Figure 4.2D, 

upper panel). Overall, MD runs at low [K+] indicate that when K+ does not access 

the “W” site, E188 preferably assumes the E188OUT state, at odds with MD runs at 

high [K+], where the E188IN conformation is mostly observed and K+ occupies the 

“W” site. These data corroborate that the binding of KW is associated with the 

conformational change of E188, which could act as a KW functional recruiter.  

To further understand the influence of K+ concentration on the E188-mediated 

recruitment of KW and to estimate the energetics of such process, we performed free-

energy simulations using well-tempered metadynamics at both optimal (200mM) 

and low (25mM) [K+] (Figure B.7). The torsional angle E188-θ was used as a 

collective variable to sample multiple inner ↔ outer conformational swings of this 

residue in both directions. At optimal [K+], the free-energy profile for such a 

conformational switch, when going from E188IN to E188OUT conformations, showed 

a barrier of ∼6.2 kcal mol−1, while at low [K+] was ∼3.7 kcal mol−1 (Figure B.7). 

Additionally, the E188OUT to E188IN conformational swing displayed a barrier of 

∼3.2 kcal mol−1 at optimal [K+], while at low [K+] it was ∼2.4 kcal mol−1 (Figure 

B.7). Such low barriers are consistent with the conformational changes observed in 

our equilibrium simulations. Additionally, the slightly smaller barriers at low [K+], 

compared to the barrier at high [K+], is in line with the result from unbiased MD, 

overall indicating that a more frequent conformational change of E188 may thus 

favor the recruitment of one K+ ion, from the bulk to the “W” site.  

Finally, four MD simulations of the reactant were performed at high [Mg2+] 

(80mM [Mg2+] and 75mM [K+], three MD runs of ~1 us each), which was 

experimentally shown to reduce RNA hydrolysis through the so-called attenuation 

effect.72 In these simulations, despite E188 is stabilized in the E188IN conformation, 
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no K+ ions are captured at “W” site (Figure B.8). This is because an additional Mg2+ 

metal ion locates at ~4.53 ± 0.11 Å from the PSCI (Figure B.5), close to the “W” site 

(viz., MW) and directly binds E188, closing the accessibility of the “W” site to K+ 

ions (Figure B.8E). In this way, this third Mg2+ ion hampers the dynamic recruitment 

of KW, preventing the formation of the K+ metal cluster for catalysis at high [Mg2+]. 

This finding may thus represent an explanation of the attenuation effect.203,208 

Notably, these results were confirmed through multiple MD runs using three 

different non-bonded models for Mg2+ (Figure B.8). Indeed, despite Mg2+ 

parametrization can affect the MC-E188 binding mode,209 and the dynamics of E188 

(Figure B.8A-D, lower panel), still high [Mg2+] reduces the E188 inner ↔ outer 

conformational switch, regardless the ions’ model. In turn, the conformational 

preference of E188 prevents the E188-mediated recruitment of KW for catalysis. 

Taken together, MD simulations of the reactant state reveal an ordered dynamics 

of cations, which agrees well and adds further clarification to recent hypotheses 

based on experimental data.72 Accordingly, the catalytic site of RNase H1 initially 

contains only KU, which is released just upon the reactants' alignment, so prone to 

catalysis – in general agreement with the mechanistic proposal by Samara and 

Yang.72 In addition, the simulations reveal an inner ↔ outer swing of the second-

shell residue E188, which is suggested here to critically favor the recruitment of one 

additional K+ ion at the “W” site to form the reactant RNase H1 active site. In this 

way, this sequence of dynamic events, which we show to be optimally controlled by 

the ionic strength in solution, leads to a competent catalytic state (as in PDBid: 

6DOB).72 
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4.4 Multi K+ and Mg2+ Trafficking Enhances Product Formation. 

We performed MD simulations of RNase H1 in the product state to evaluate if 

and how the ionic distribution in the vicinity of the active site is altered upon RNA 

hydrolysis. The starting configuration included both catalytic metals MA-MB and the 

additional KW, as observed after 600s of incubation when the RNA hydrolysis 

reached a plateau (PDBid: 6DOG).72 MD simulations have been performed in 

analogy with those of the reactant state (previous section), considering an initial 

reference, optimal ionic strength of 6mM [Mg2+] and 200mM [K+]. 

 
Figure 4.3: Occupancy of positive charges (viz., K+ ions and K196) and conformational dynamics of the products. 

(A) Occupancy of the W and the V sites (upper panel) by K+ ions (purple) and by the K196 side chain (yellow); and 
distances (lower panel) between the catalytic ions MA–MB (blue trace), and between the pro-Rp oxygen of the scissile 
phosphate and MB (ORp–MB, red trace) during MD at optimal concentrations. Normalized densities are on the right. (B-
C) Same descriptors as in (A) for MD simulations at low [K+] (B) and at high [Mg2+] (C). At low [K+], the interaction 
between K196 and the scissile phosphate is more frequent (Figure 4B). At high [Mg2+], MC approaches the scissile 
phosphate (green trace of MC–PSCI), while the MA–MB distance increases, preluding the release of the products (Figure 
4C). 
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In these simulations, KW stably coordinates the scissile phosphate PSCI by locating 

at the “W” site (Figure 4.3A, upper panel and B.9A). Moreover, one additional K+ 

ion transiently locates at the “V” site (i.e., in the vicinity of the catalytic site, but in 

a distinct position compared to the “W” and “U” sites). In this position, KV interacts 

with PSCI (Figure 4.4A), together with KW. Importantly, this transient KV ion 

superimposes well with the Rb+ ion observed in the X-ray data (PDBid: 6DOX).72 

Interestingly, the simulations show that the K196 side chain can also reversibly 

access the “W” site, when empty.  

Three additional ~1μs-long MD runs considered a lower [K+] (i.e., 6mM [Mg2+] 

and 25mM of [K+]). Here, a more frequent interchange between K+ and K196 was 

observed (Figure 4.3B, upper panel). At lower [K+], the “W” and “V” sites are often 

not occupied by K+, compared to their occupancy at higher [K+]. Consequently, 

K196 is more often found to interact directly with the phosphate leaving group 

(Figure 4.4B). This results in a stable configuration of the PSCI (Figure 4.3B, lower 

panel). On the other hand, when K196 more rarely accesses the “W” site, a partial 

misfold of the PSCI is observed (Figure 4.3A, lower panel). These findings, which 

are well reproduced in the simulation replicas (Figure B.9), suggest that K196 could 

be quite relevant for the precise accommodation and preliminary departure of the 

solvent-exposed leaving nucleotides. Indeed, K196 can, at times, interchange with 

KW and KV.  

 
Figure 4.4: Snapshots of the RNase H1 active site upon catalysis. (A) In the product state, KW is stably coordinated 

at the active site, while KV is only transiently observed. (B) KW and KV can exchange their position with K196, which 
directly coordinates the scissile phosphate preventing its misfolding. (C) The third additional MC binds the scissile 
phosphate and promotes the increase of the distance between the two catalytic MA–MB ions for product release. 
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As a result, the correct positioning of the phosphate of the leaving group for 

departure is maintained (as observed in the PDBid: 6DOG, captured right before 

leaving group departure).72 Notably, the positively-charged side chain of K196 

locates at the W-site (at ~2.7 Å from PSCI) to H-bond the leaving group only if both 

KW and KV ions have departed from the catalytic site (see Figure B.9, where the 

only presence of KW still preserves the hydrolyzed leaving group in place, at the 

two-metal-ion center). 

Molecular simulations of the products have also been performed at increased 

[Mg2+] (i.e., 80mM of Mg2+ and 75mM of K+, five MD runs of ~1μs each) in line 

with the experimental conditions. These simulations show that K196 can be replaced 

by a transient third Mg2+ ion, which locates at the “C” site (viz., MC, Figures 4.4C). 

The approach of MC consistently occurred in MD replicas, conducted using three 

different non-bonded models for Mg2+ (Figures 4.3C, lower panel and B.9C-D). 

This finding matches the structural data obtained at high divalent metals 

concentration (≥ 16mM), which identified such MC in a very similar position, close 

to the leaving group (PDBid: 6DPD).72 Moreover, upon binding of MC, the 

internuclear MA–MB distance is increased (from 3.72 ± 0.11 Å to ~4.11 ± 0.07 Å, 

Figures 4.3C, lower panel), reflecting the destabilization of the active site’s 

architecture to prelude the products’ exit. Thus, such a transient third ion seems 

recruited in the product state to favor the leaving group departure, as seen in other 

nucleic acid processing enzymes.76,210,211 

It is important to recall that MD of the reactants at high [Mg2+] have also shown 

that a third Mg2+ ion can locate in the vicinity of the catalytic site (Figures S5 and 

B.8E). In that case, however, the third Mg2+ ion locates close to the “W” site and 

binds E188, hampering the dynamic recruitment of KW and preventing the formation 

of the K+ metal cluster for catalysis. Hence, taken together, the simulations at high 

[Mg2+] support the idea that a third MC ion could be recruited in the product state to 

favor the leaving group departure.76,80,211 

These results are also in line with the structure of the K196A mutant (Figure 

B.2B; PDBid: 6DPM).72 Here, MC is missing, suggesting that the K196A mutation 
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would somehow impair product stabilization, disfavoring MC recruitment for 

leaving group departure. To test this hypothesis, we carried out two additional MD 

runs of the K196A mutant, at both low K+ (i.e., 6mM [Mg2+] and 25mM [K+]) and 

high Mg2+ (i.e., 80mM [Mg2+] and 75mM [K+]) concentrations (~300 ns and ~1 μs, 

respectively). These simulations confirm that the K196A mutant does not lead to 

MC recruitment, further sustaining the crucial role of K196 for product stabilization 

and MC binding (Figure B.11). 

In summary, molecular simulations of the product state indicate that a controlled 

metal trafficking at the catalytic site plays a critical role in RNA hydrolysis and 

product release. Upon RNA hydrolysis, the potassium metal cluster breaks, while 

K196 contributes to product stabilization before the third divalent MC ion can further 

favor product release (vide infra). 
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4.5 Third Mg2+ Trafficking for Product Release. 

In the products, upon binding of MC, the internuclear MA–MB distance increased 

(Figure 4.3C), suggesting that the active site might be prone to release the reaction 

products, as observed in other two-metal-ion enzymes.76,80,210 To further investigate 

how the unbinding of the third MC may facilitate product exit, we performed well-

tempered metadynamics simulations of the product state, which comprehends an 

extended metal cluster formed by MA-MB, MC, and KW. The gaussian-shaped 

potential was deposited using two collective variables (CVS): (i) the coordination 

number of the MC ion, which traced the number of water molecules in its first-shell; 

and (ii) the distance between MC and the scissile phosphate (PSCI–MC). 

Metadynamics identifies two main metastable states (viz., A and B, shown in 

Figure 4.5, upper panel), which correspond to the two main minima of the computed 

free-energy surface (FES, Figure 4.5, lower panel).  

 

Figure 4.5: Role of MC and E188 in the product release. Upper panel: intermediates states (A and B) of the RNase 
H1 after phosphodiester bond cleavage, identified via free-energy simulations. In state A, MC is coordinated by E188. 
Upon rotation of this residue (state B), MC is released with the departure of the adjacent phosphate (PADJ). Lower panel: 
free-energy surface describing the product release mechanism, indicating the two intermediate A and B. The energy scale 
is in kcal mol-1, contours are traced every 3 kcal mol-1. 
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In state A, MC and bridges the scissile and adjacent phosphates (PSCI and PADJ), 

while the catalytic D192 and the second-shell E188 establish a monodentate 

interaction with MC. In state B, MC loses the coordination with D192 and gets 

bidentate coordination with the E188 carboxylic moiety. At this point, the rotation 

of E188 shuttles the MC metal out of the active site, together with PADJ, now located 

~9 Å away from MA-MB.  Notably, the base G+2 and the active site are completely 

exposed to the bulk, and the distance between the catalytic MA-MB, reaches ~4.7 Å, 

indicating the opening of the active site for product release. The free-energy barrier 

estimated on the minimum free-energy path for this process is ~15 kcal mol-1, with 

the unbound state B favored of ~6 kcal mol-1 with respect to the bound state A. 

We also investigated the role of E188 in the product state via additional 

metadynamics runs of the E188A mutant (Figure B.2A). Remarkably, in these 

simulations, MC preserves the coordination with the adjacent phosphate PADJ and 

D192 (state A’; Figure B.12). However, the absence of the E188 carboxylic moiety, 

which in the wt RNase H1 functions as an anchoring point for the exit of MC (Figure 

4.5), strongly disfavors the release mechanism (state B’, Figure B.12). Indeed, in 

the E188A mutant, MC needs first to be partially hydrated before being released 

together with the products, as shown by minimum free energy path connecting the 

state A’ with B’ (Figure B.12). Importantly, in this case, the estimated energetic 

barrier for MC unbinding and leaving group departure is ~35 kcal mol-1 (Figure 

B.12), more than twice compared to the one obtained for the wt RNase H1. 

Moreover, in the absence of E188, the bound state A’ results favored the unbound 

state B’ of ~18 kcal mol-1, as opposed to what was observed in the wt RNase H1.  

These results suggest that MC acts in concert with the second-shell residue E188 

to promote the release of the reaction products. 
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4.5 Discussion 

Controlled cations trafficking and enzymatic strategy in RNase H1.  

The RNase H1 enzyme is a fundamental endonuclease involved in DNA 

replication.61 Recently, time-resolved X-ray crystallography revealed the transient 

presence of multiple K+ and Mg2+ ions at the active site of RNase H1, at different 

stages of catalysis.72 Here, extensive molecular dynamics (MD) and free-energy 

simulations (over a sampling of >27 μs) characterized the functional dynamics of 

this newly determined heteronuclear metal cluster before and upon enzymatic 

catalysis. Our simulations capture an ordered coordination of motion of transient 

metal ions and second-shell residues for catalysis. We show that four biding sites in 

the vicinity of the RNase H1 catalytic core, namely the “U”,   “W”, “V”, and the 

“C” sites (Figure 4.1), are neatly but only intermittently occupied by K+ and Mg2+ 

metals during catalysis, in agreement with experiments.72 

We observed that, before RNA hydrolysis (i.e., in the reactant state), a K+ ions 

cluster is dynamically formed to favor substrate alignment and, possibly, activation 

for catalysis. At first, one K+ ion transiently locates at the “U” site (viz., KU) and 

assists in forming the catalytically competent fold of the RNase H1 active site. This 

KU is spontaneously released into the bulk only after the proper coordination 

between the scissile phosphate and the two catalytic MA-MB ions (Figure B.4). At 

this point, the inner ↔ outer conformational swing of the second-shell residue E188 

favors the recruitment and the precise positioning of a second K+ ion at the “W” site 

(viz., KW, Figure 4.2), as also observed for enzymes such as human Exo1.76 In RNase 

H1, this KW directly contacts the scissile phosphate to favor the correct positioning 

of the reactants, prompting catalysis. Such KW can depolarize the phosphodiester 

bond, thus promoting the catalytic activation of the reactants.59,77 

Importantly, we found that this chain of dynamic (un)binding events of K+ ions 

is significantly affected by the reaction buffer's ionic strength. In fact, in agreement 

with in crystallo data showing that catalysis is reduced at low concentrations of K+ 

(i.e., [K+]),72 MD simulations performed at low [K+] show that the E188-mediated 
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recruitment of KW occurs less frequently (Figure 4.2D). Accordingly, the inner ↔ 

outer conformational swing of E188 is energetically favored at low [K+] with a 

barrier of ~3.7 kcal mol-1 vs. ~6.2 kcal mol−1 higher [K+] (Figure B.7). The crucial 

role observed here for the E188-mediated recruitment of KW is also sustained by 

both biochemical and structural evidence. Indeed, alanine mutation of E188 reduces 

the catalytic efficiency of RNase H1.72 As well, X-ray structures have shown that 

such mutation displays no KW at the active site (Figure B.2A), at odds with the wt 

RNase H1.72 In line with this evidence, our MD simulations show that the 

recruitment of KW is dramatically hampered when E188 is restrained in its “out” 

conformation (Figure B.6C), as well as when E188 is mutated into an alanine 

(Figure 4.2A). These findings support the E188-mediated mechanism for KW 

recruitment, which ensures the reactants' proper formation. Notably, these results 

further corroborate the recruitment role of second-shell residues for two-metal-ion 

catalysis, such as recently reported for human Exo1, ExoG, Exo-λ and other 5’-

exonucleases.76  

Upon RNA hydrolysis, we observe an additional K+ ion intermittently located at 

the so-called “V” site, in the vicinity of the catalytic core. This KV ion coordinates 

the scissile phosphate PSCI, together with KW (Figures 4.3A and 4.4A), as also shown 

by in crystallo data (PDBid: 6DOX).72 We note that these KW/KV ions can 

interchange their distinct position with the second-shell residue K196, near PSCI 

(Figure 4.3B and 4.4B). Indeed, such residues favor the stabilization of the PSCI-

centered reaction products. The functional role of K196 in products’ stabilization is 

also sustained by the X-ray data of the catalytically impaired K196A mutant of 

RNase H1 (PDBid: 6DPM),72 in which the products are misfolded and no third Mg2+ 

ion (MC) is resolved. Accordingly, MD simulations of this mutant show that the 

absence of this lysine induces the product’s misfolding and hampers the binding of 

MC (Figure B.11). On the other hand, in the wt RNase H1, leaving group departure 

occurs when the K+ ions and K196 are ultimately displaced by a third Mg2+, which 

spontaneously sits at the “C” site (viz., MC) and binds PSCI (Figure 4.4C). At this 

point, the internuclear MA–MB distance is increased (from 3.72 ± 0.11 Å to ~4.11 ± 
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0.07 Å), as the overall active-site structure evolves towards the products (Figures 

4.3C and 4.4C). This is in line with the X-ray structure showing that the distance 

between the MA–MB increases with product release (PDBid: 2G8V), from 3.7 Å to 

4.8 Å.211 From this point, the leaving group departure is expected to occur.  

To further investigate the products’ release, metadynamics simulations show that 

MC is involved in a step-wise product release mechanism. In detail, MC initially 

bridges together PSCI and its adjacent phosphate, PADJ (Figure 4.5, state A). In this 

conformation, MC functions as a positively-charged anchor for E188. At this point, 

the swing of E188 occurs with the simultaneous departure of the movable MC, 

together with the reaction products (Figure 4.5, state B), as also observed for other 

metalloenzymes.78,79,212–214 This process occurs with an estimated energy barrier of 

~15 kcal mol-1 (Figure 4.5). Metadynamics simulations of the E188A mutant also 

confirm such a functional role of E188 for product release. In this case, the estimated 

energetic barrier for the departure of the leaving group was ~35 kcal mol-1 (Figure 

B.12), which is more than 2-fold higher than that in the wt RNaseH1. In this regard, 

we note that in the human RNase H1, E188 corresponds to H264. Based on both 

structural and biochemical analysis,62,203,211 this histidine residue has been proposed 

to favor, together with the mobile C-terminal loop, the release of the products by 

altering the coordination of MA ion (Figure B.14).  

Such a dynamically controlled trafficking of positive charges at RNase H1 active 

site is finely dependent on the specific ion concentration, as displayed in the X-ray 

experiments. In fact, MD of the reactant performed at higher [Mg2+] showed a third 

Mg2+ ion that spontaneously locates at the “W” site (viz., MW differently located 

than MC, Figure B.5), closing the accessibility of the “W” site to K+ ions. In this 

location, MW interacts with E188 (Figure B.8E), hampering the E188-mediated 

recruitment of KW and preventing the formation of the K+ metal cluster for catalysis. 

This mechanistic finding is of particular interest in light of the so-called “attenuation 

effect”.203,208 Indeed, the precise location of this third Mg2+ at the “W” site precludes 

the formation of a catalytic metal cluster, thereby representing an explanation for 

the reduced RNA hydrolysis at high [Mg2+].  
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In summary, within the limits of the employed computational approach, our 

simulations provide a dynamic characterization of metal ion trafficking and its 

interplay with surrounding residues prior and upon catalysis. These results 

qualitatively describe an enzymatic strategy in which an extended and heteronuclear 

cations cluster (K+ and Mg2+ ions) is dynamically formed and disrupted, with the 

aid of second-shell residues. This mechanism prompts the processing of RNA:DNA 

hybrids in RNase H1 (Figure 4.6).  

 

 

Figure 4.6: Controlled cations trafficking favors RNase H1 catalysis. (A) In the reactant state, KW and KU prompt 
the alignment of the substrate. At this point, KU is released and the RNA hydrolysis can occur. (B) Upon hydrolysis (i.e., 
product state), the negatively charged product is neutralized by KW and another KV ion. (C) The ultimate exchange of 
these two K+ ions with a third Mg2+ ion (viz. MC) promotes the destabilization of the products, which are then released 
together with MC to induce the reaction turnover and the continuation of catalysis. 
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That is, the RNase H1 cation trafficking starts with the binding of KW and KU, 

which prompt the alignment of the substrate (Figure 4.6A). At this point, KU is 

released, and the RNA hydrolysis can occur. Upon hydrolysis (i.e., product state, 

Figure 4.6B), KW is assisted by another KV in neutralizing the negatively charged 

product. Finally, the exchange of these two K+ ions with a third Mg2+ ion (viz., MC) 

contributes to the product destabilization, leading to the leaving group's release 

together with MC (Figure 4.6C) that precedes the reaction turnover and the 

continuation of catalysis. Ab-initio simulations will now be needed to evaluate the 

mechanistic and energetic implications of trafficking and strategic localization of 

such cations for the chemical step of RNA hydrolysis at the reaction center. 

Nonetheless, our classical simulations indicate that the controlled trafficking of 

cations, observed over a multi-microsecond sampling, is crucial to promote the 

formation of catalytic states that just precede and follow the enzymatic reaction for 

substrate hydrolysis. 

 

Similarity of binding and trafficking of metals in other  

nucleic acid-processing metalloenzymes.  

It has been recently shown that conserved and positively-charged residues are 

strategically located at the active core of, e.g., DNA or RNA polymerases and 

nucleases, at conserved sites,  expanding the two-metal-ion functional architecture 

of these enzymes.59,73,210 On this basis, we used structural analyses to investigate 

whether the mechanistic insights herein provided may be shared among other 

nucleic acid processing enzymes. We found that the binding sites “U”, “W”, and 

“V”, transiently occupied by K+ ions in RNase H1, overlap well with second-shell 

positions occupied by positively-charged residues in other enzymes. In fact, the 

RNase H1 KW and KU/KV, respectively, well superimpose with, e.g., R92 and 

K85/G2(NH) in human exonuclease 1 (PDBid: 5V06, Figure B.14A),192 or with 

H539 and R557 in HIV-1 reverse transcriptase (PDBid: 6BSH, Figure B.14B),215 as 

well as with R100 and K93/G2(NH) in the endonuclease FEN1 (PDBid: 5UM9, 

Figure B.14C).216  
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Structural analysis of FEN-1 bringing an alanine mutation of R100 (PDBid: 

5KSE) revealed that, in the absence of R100, an additional metal ion is captured in 

the same putative “W” site before the catalysis.216 Notable similarities also arise 

from our recent studies investigating the structure and the catalysis of the CRISPR-

Cas9 genome editing system. We found that the K970 and R972 residues within the 

catalytic RuvC domain also transiently engage the so-called “W” and “U/V” binding 

sites at specific catalytic steps (Figure B.14D).217,218 Together, these findings 

support that the trafficking of positive charges at conserved regions of several 

metalloenzymes is strategically designed and controlled to favor catalysis. In this 

context, we note that only one positively-charged residue is present in the vicinity 

of the RNase H1 active site (i.e., K196), contrary to what is found in several other 

two-metal-ion enzymes.73,75 This observation may be coupled to the highly solvent-

exposed localization of the RNase H1 active site when compared to those mentioned 

above and second-shell basic residues-rich enzymes (see Figure B.15). This may be 

why the RNase H1 active site shows such prominent trafficking of multi-cations, in 

the lack of multiple strategically located positively-charged residues in the 

surrounding of the enzymatic reaction center. That is, multi-cations binding at the 

catalytic site may counterbalance the lack of multiple second-shell positively-

charged residues. As a matter of fact, this would not represent the first example of 

its kind. Indeed, a similarly extended, heteronuclear cluster of movable cations has 

been captured at the catalytic site of the group II introns ribozymes (two K+, K1-K2; 

and two Mg2+ ions, M1-M2), RNA-based enzymes that perform RNA hydrolysis in 

the absence of (positively-charged) aminoacids.44,138 In group II introns, the position 

of these ions has been shown to be conserved for catalysis, in analogy with 

positively-charged residues in proteins.73,74 Importantly, we have recently 

demonstrated that such a structured metal cluster needs to be dynamically formed 

and broken to guarantee the proper formation of the introns’ catalytic core and favor 

the release of the reaction products, which matches well what we uncover herein for 

RNase H1.81 Moreover, a recent high-resolution cryo-EM map of the human 

spliceosome,219 which is structurally and chemically related to the group II introns, 
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has revealed the presence of the same conserved heteronuclear metal cluster at its 

active site, in strike agreement with a model system proposed years before.73,138 

Together, this evidence suggests that the controlled trafficking of cations may 

indeed be a common enzymatic strategy to trigger and assist phosphoryl transfer 

reactions in living cells, which has been evolutionary conserved and optimized in 

proteins. In light of these findings and observations, this study shows that finely 

regulated and controlled trafficking of multiple cations is an essential feature for the 

enzymatic-mediated hydrolysis of nucleic acids. 

 

4.5 Conclusions 

In conclusion, we have used extended atomistic molecular dynamics and free-

energy simulations to investigate the cations trafficking recently observed in 

crystallo reaction intermediates during catalysis of the RNA ribonuclease H1 

(RNase H1) enzyme.72 Our results illustrate a finely regulated trafficking of multiple 

and diverse cations with functional implications at the reaction center of RNase H1. 

In agreement with the recent mechanistic hypotheses and experimental data,72 our 

findings corroborate and sensibly expand the recent notion of an extended two-

metal-ion architecture for nucleic acid-processing enzymes.73 Such controlled metal 

ion trafficking in the vicinity of the catalytic reaction center seems critically 

designed to aid catalysis in RNase H1, and possibly other similar nucleic-acid 

processing enzymes. Taken together, these findings may encourage further 

investigations related to enzyme engineering and drug discovery.  
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4.5 Methods 

Here, the catalytic intermediates of the RNase H1 captured by time-resolved X-

ray have been object of extensive molecular dynamics (MD) and enhanced sampling 

free-energy simulations, with the goal of characterizing the dynamics of cation 

trafficking prior to and upon RNA hydrolysis. Cation trafficking has also been 

investigated considering the second shell E188A and K196A mutations and three 

different ionic strengths of the solution. Overall, we collected a total of >27 μs of 

MD multi-replica simulations. 

 

Structural models. 

To perform MD simulations, six systems were modeled based on the recently 

time-resolved X-ray structures of Bacillus Halodurans RNase H1 in complex with 

an RNA/DNA hybrid construct.72 First, the reactant state of the wild type (wt) 

RNase H1, as obtained from the PDBid: 6DOG (occupancy C), was considered 

(Figure 4.1B). Here, only the crystallized metals MA-MB were included in the 

starting configuration to verify spontaneous binding events of K+ ions at the “U”, 

and “W” site. Second, the reactant state of the wt RNase H1 included the ions MA-

MB and KU, as in PDBid: 6DMV, to verify the stability of the KU bound state. Third, 

the reactant state of the E188A mutant included MA-MB, as in PDBid: 6DPO, to 

verify the effect of the mutation for the recruitment of KW. Fourth, we considered 

the product state of the wt RNAse H1, modeled upon the PDBid: 6DOG (occupancy 

B), including the crystalized ions MA, MB, and KW (Figure 4.1C). Fifth, the product 

state of the K196A mutant, built on the PDBid: 6DPM, included the crystallized 

metals MA, MB, and KW (Figure B.2B). Sixth, the product state of the E188A mutant, 

as obtained from the PDBid: 6DPO, included the crystallized metals MA, MB, and 

MC (Figure B.2A). All the systems were solvated with a layer of water molecules of 

15Å. According to crystallization experiments, each system was simulated at 

multiple ionic strengths to characterize the effect of the concentrations of the ions 

on their dynamics. Specifically, Mg2+, K+ and Cl- ions were added into the 
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simulation boxes to match three different ionic strengths: (i) reference, optimal 

concentrations, 6mM [Mg2+] and 200mM [K+]; (ii) low K+ concentrations, 6mM 

[Mg2+] and 25mM [K+]; (iii) high Mg2+ concentration, 80mM [Mg2+] and 75mM 

[K+].  

Molecular simulations. 

The RNase H1 protein was parametrized with the AMBER force-field ff14SB,220 

while the RNA and the DNA of the hybrid were parametrized with AMBER force-

field RNA.OL397,99,221,222 and DNA.OL15.223 For the K+ metal ions, the parameters 

of Joung and Cheatham were used.172,224 The Mg2+ ions were systematically 

modelled according to both 12-6 (Aqvist225 and Allnér226) and 12-6-4 (Panteva227) 

non-bonded fixed point charge models, to verify that the observed results were 

independent from the chosen set of parameters.209,228 Last, the two catalytic Mg2+ 

ions MA-MB were modelled following the atom-in-molecule charges’ partitioning 

scheme,174 to consider also charge transfer between the ions and the first-shell 

coordination residues. The TIP3P model was used for water molecule.169 

AMBER229,230 was used to perform Langevin231 MD simulations, using an 

integration time step of 2 fs. The temperature was set at 300K using a collision 

frequency γ = 1 per picosecond, while the constant 1 atm pressure was controlled 

through Berendsen barostat232 with a relaxation time of 2 ps.  

We used the same simulation protocol for all systems. First, we performed an 

energy minimization to relax the water molecules. At this point, positional restraints 

of 300 kcal mol·Å2 were imposed to all the heavy atoms of the systems, including 

the metals. Then, we used a series of NVT and NPT simulations to smoothly 

thermalize the systems and remove the positional restraints. First, the systems were 

heated up with one NVT simulations of ~600 ps, using the same positional restraints 

as used during the energy minimization. Subsequently, the positional restraints were 

progressively halved with a series of two NVT simulations of ~200 ps each. Then, 

two additional simulations in the isothermal-isobaric ensemble (NPT) of ~200 ps 

were performed by further halving the positional restraints, while a third NPT run 

of ~2 ns was performed without any positional restraints to relax the density of the 
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systems to ~1.01 g cm-3. Last, we performed multiple-replicas production runs to 

collect overall ~20 μs of simulation time. Specifically, we collected: ~9 μs for the 

pre-reactive state of the wild type, 9 replicas; ~9 μs for the post-reactive state of the 

wild type, 9 replicas; ~1.3 μs for the post-reactive state of the K196A mutants, 2 

replicas.  

 

Metadynamics. 

Two independent metadynamics simulations were performed to characterize the 

conformational change of E188 in the pre-reactive state. To ensure the convergence 

of the calculations, we used the well-tempered variant,113 setting the temperature at 

300K and the bias factor at 8. The gaussian-shaped potential (height = 1.2 kJ mol-1, 

width = 0.35 rad.) was added with a frequency of 0.5 ps on the torsional angle E188-

θ (between the E188 atoms N-Cα-Cβ-Cδ). Overall, we collected ~400 ns at both 

high and low K+ concentrations. 

Additional well-tempered metadynamics simulations were performed to 

elucidate the release of the MC metal and the reaction products. The post-reactive 

state of both the wild type and the E188A mutant was used as starting configurations 

for the two independent simulations. Here, the temperature was set to 300K and the 

bias factor was set to 15. The coordination number of the MC, which defines the 

number of water molecules in the first coordination shell, and the distance between 

the scissile phosphate and the MC were used as collective variables (CV1 and CV2, 

respectively). The gaussian-shaped potential was added with a frequency of 0.2 ps 

on both the CV1 (height = 0.3 kJ mol-1, width = 0.1) and CV2 (height = 0.3 kJ mol-

1, width = 0.5 Å).  
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Chapter 5. Finding the Ion in the RNA-stack: Can 

Computational Models Accurately Predict 

Key Functional Elements in Large 

Macromolecular Complexes? 

 

5.1 Abstract 

This viewpoint discusses the predictive power and impact of computational 

analyses and simulations to gain prospective, experimentally-supported mechanistic 

insights into complex biological systems. Remarkably, two newly-resolved cryoEM 

structures have confirmed the previous, and independent, prediction of the precise 

localization and dynamics of key catalytic ions in megadalton-large spliceosomal 

complexes. This outstanding outcome endorses a prominent synergy of 

computational and experimental methods in the prospective exploration of such 

large multicomponent biosystems.  
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5.2 Discussion  

The challenge of computationally predicting and refining the 3D structure of 

biological macromolecules has been highly appealing over the last decades. 

Significantly, such activity can accelerate impactful discoveries in life, 

environmental and pharmacological sciences. As a matter of fact, structure 

predictions by new artificial intelligence-driven algorithms have now achieved 

unprecedented accuracy, at least for single-subunit proteins. However, predicting 

3D structures is often not sufficient to provide mechanistic insights for dynamic 

biological systems. Computational tools like molecular dynamics (MD) simulations 

are therefore powerfully used to interpret experimental data, and generate 

integrative models of biological structures or investigate their complex function, 

dynamics, and even chemical reactions.69,233   

On the other hand, the power of prospective mechanistic insights from 

computational studies is still often underestimated. Indeed, it is particularly 

challenging to detail the functional mechanism of very large macromolecular 

complexes, such as transcriptional, translational, splicing, or protein/RNA 

degradation machineries. At a time when technological advances make these multi-

subunit protein and RNA-protein complexes experimentally tractable, reliably 

predicting their structures and dynamics can be crucial in rationally guiding and 

accelerating their characterization and, ultimately, their modulation. In this context, 

what is the best approach for reliable mechanistic predictions into such large 

macromolecular systems? How to generate such predictions, and ensure they are 

valued and exploited by experimentalists? Here, we address these questions with a 

recent example that shows how the integration of computational and experimental 

data helped provide key predictive structural and mechanistic insights into vital, 

ubiquitous and medically-relevant splicing machineries. 

Splicing is a two-step biological reaction whereby introns are excised from 

precursor RNA molecules and exons are ligated into mature functional protein-
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coding or non-coding transcripts. In detail, splicing chemistry consists of two 

sequential scissions of phosphodiester bonds at the 5’- and 3’-intron/exon junctions, 

respectively. Both reactions, which are SN2-like nucleophilic additions, occur within 

an active site comprising two divalent metal ions that coordinate and activate the 

reacting residues (Figure 5.1A).37,234 This two-metal-ion reaction chemistry is 

identical to that of other nucleic-acid-processing protein enzymes, such as 

endo/exonucleases and polymerases. All these complex enzymes catalyze the 

scission or synthesis of phosphodiester bonds in DNA/RNA, respectively. The 

ubiquitous nature of such metal-aided structural architecture of the catalytic site is 

corroborated by the large therapeutic spectrum of drugs that target two-metal-ion 

enzymes and are thus broadly used to treat cancers and viral infections.71 

 

 

Figure 5.1: K1 is required for both steps of forward splicing. A) Schematic representation of the two steps of the 
splicing reactions. The 5’- and the 3’-exon are highlighted in green and orange, respectively. Catalytic ions M1-M2 
(orange) and K1 (blue) are shown as spheres. Black arrows indicate nucleophilic attacks, while “Nuc” indicates the 
reaction nucleophile. B-D) Structural superposition of the K1 binding model over the major spliceosome (Ci complex, 
panel B), the minor spliceosome (Bact complex, panel C), and the group II intron (panel D). Catalytic ions M1-M2 
(orange) and K1 (blue) are shown as spheres. The nucleotides coordinating K1 (grey) are represented as sticks, while 
the 5’-exon (green) is shown as cartoon. The predicted K1 binding model (beige) is depicted in semitransparent 
representation. The predicted K1 ion (blue) is depicted as a semitransparent blue sphere. Black dotted lines represent 
K1 coordination distances in angstrom. 
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In eukaryotes, splicing is mostly catalyzed by megadalton-large 

ribonucleoproteins called the spliceosomes, which exist in two isoforms: The major 

spliceosome, which processes 99% of all transcripts in humans, is formed by the 

U1/U2/U3/U4/U5/U6 snRNPs; and the minor spliceosome, which processes the 

remaining 1% of human transcripts, is formed by the U11/U12/U4atac/U5/U6atac 

snRNPs.235  

Until recently, mechanistic insights into spliceosomal complexes were mainly 

based on phylogenetic analysis, chemical-mapping, and enzymatic and biochemical 

assays.236 Limitations in obtaining more detailed mechanistic insights were 

primarily due to the large dimensions, heterogeneous biopolymeric composition (6 

large RNAs and hundreds of protein subunits), and dynamic assembly of the 

spliceosome along the catalytic cycle. In fact, high-resolution structural insights 

have been initially obtained only indirectly from crystallographic work on the so-

called group II self-splicing introns,34,35,37,130 which are the evolutionary ancestors 

of the spliceosomes. Nonetheless, with 38 new cryoEM 3D structures produced in 

the last five years, we have now reached an increasingly good understanding of the 

dynamic assembly and remodeling of spliceosomal protein and RNA subunits 

throughout the splicing cycle.236 Despite this progress, so far, the resolution of the 

available structures (>3.0 Å, most structures at >4.0 Å) had remained a limiting 

factor in defining the catalytic site's atomic details.  

Among other properties, the dependence of the spliceosome on potassium ions, 

which had been functionally reported already since the early 1980s,157 had remained 

unexplained at the molecular level. A nearly 40-year-long research effort to explain 

this enzymatic observation was crucially informed and guided by structure-function 

studies on the group II introns and by closely-related computational analyses of 

various classes of nucleic-acid-processing protein and RNA enzymes (see below). 

These analyses had led to the prediction that a specific potassium ion (named K1) 

could be localized near the catalytic site of the spliceosome and thus contribute to 

catalysis through precise structural and functional interactions (Figure 5.2).73  
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K1 was first identified in the active site of the group IIC intron from the bacterium 

Oceanobacillus iheyensis in 2012 by crystallizing this ribozyme in the presence of 

different mono- and divalent metal ions and by performing anomalous diffraction 

X-ray studies.35,36,133,134 In the O. iheyensis intron structures, one of which was 

solved at 2.7 Å resolution, K1 is coordinated by active site residues G288, G359, 

and C377 (Figure 5.1D).35–37 At that time, it was questioned whether K1 was a 

conserved active site element or idiosyncratic only to the O. iheyensis intron, and as 

a consequence this ion was not modeled in other lower-resolution structures of 

homologous group II introns.130  

Subsequent systematic integration of evolutionary and structural alignments, 

electrostatic potential calculations, and MD simulations made it possible to 

appreciate the ubiquitous presence of positively-charged residues surrounding the 

active sites of several and diverse nucleic-acid-processing enzymes.73 These basic 

residues were structurally and functionally analogous to the group II intron K1, 

suggesting evident mechanistic similarities in enzymes where K1, or K1-like 

residues, were likely to provide a key functional contribution for nucleic acid 

processing. Indeed, in these enzymes, K1-like residues act in synergy with the 

previously-recognized two-divalent-metal-ion core and specifically contribute to 

shape the electrostatics of the active site, modulating the orientation and dynamics 

of key reacting residues for catalysis. For instance, microsecond-long equilibrium 

MD simulations have shown that the absence of K1-like residues in polymerase-η 

induces a distortion in the reaction substrates and disrupts the Michaelis-Menten 

complex, thus hampering catalysis.73 Such comparative analysis of group II introns, 

exo/endonucleases, and polymerases offered solid and accurate bases to predict the 

presence, identity and exact location of K1 also in the spliceosome (Figure 5.1B-

D).73 In more detail, through our analysis and simulations, we predicted K1 to be 

located at a site coordinated by G52, G60 and U80, which are the evolutionarily and 

structurally homologous residues to the group II intron G288, G359, and C377, in 

the structure of the major spliceosomal C complex. At that time, this was the most 

reliable structure to model the location of K1 (PDB id: 5LJ3; Figure 5.1B-D). 
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Figure 5.2: Computational and experimental milestones that marked the progressive discovery of the role of K1. 
Functional studies initially revealed the importance of potassium for group II intron and spliceosomal splicing157 but 
only three decades later was the K1 potassium ion identified in intron active site by crystallography.35 Subsequent 
generalization of the K1 importance in multiple classes of nucleic-acid processing enzymes by means of 
structural/computational analyses,73 and the elucidation of the functional role and dynamics of K1 by structural, 
enzymatic, and MD analyses81 led to the prediction that a similar ion would also bind within the spliceosomal active site. 
This ion and its dynamics have now been successfully identified in the major and minor spliceosomes.219,237 
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Remarkably, in the last few weeks, two new structures below 3.0 Å resolution of 

the major spliceosomal Ci complex219 and the minor spliceosomal Bact complex237 

provided the necessary information to experimentally identify and localize specific 

structural and functional elements in and around the spliceosomal active site. 

Outstandingly, K1 was identified in the exact same position as predicted by our 

analyses and simulations, back in 2018 (Figure 5.1B-D).73 In the major spliceosome 

K1 is coordinated by G52, G60, and U80 (U6 snRNA) (Figure 5.1B), and in the 

minor spliceosome K1 is coordinated by G19, G27, and U46 (U6atac snRNA) 

(Figure 5.1C – see also coordination distances). The overlap of our predictive model 

with these two new cryoEM structures returned an RMSD of ~0.6 Å (Figure 5.2), 

calculated using the first shell coordination of K1 – which is the exact K1 

coordination shell we had predicted.73 In both structures, K1 appears, indeed, crucial 

for catalysis, and specifically engaged both in the first (in the minor spliceosome 

Bact) and the second (in the major spliceosome Ci) steps of splicing.219,237 The 

functional engagement of K1 was also confirmed by splicing assays, monitored 

using a stalled major spliceosomal C complex.219  

But K1 is not just a static structural component of the intron and spliceosomal 

active site. Extensive computational studies performed since 2012 on group II intron 

X-ray structures at multiple stages of catalysis had contributed to explain the 

complex functional role and dynamics of K1 throughout the splicing cycle.81 Indeed, 

multi-microsecond equilibrium MD simulations and free-energy calculations 

(metadynamics) have shown that K1 is dynamically bound and released to and from 

the intron active site favoring functionally important conformational 

rearrangements of the intron’s active site, which are required for exchanging the 

reaction products and substrates in between the first and second steps of splicing.81 

Notably, according to our results, this sequence of events is directly triggered by the 

protonation of one catalytic residue just after the first splicing reaction, as indicated 

by quantum-mechanics/molecular-mechanics (QM/MM) simulations coupled with 

enzymatic assays, mutagenesis and structural characterization.81 
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Importantly, the K1 dynamics observed in the intron are analogous to dynamics 

of K1-like residues in protein enzymes. In polymerase-η, the altered dynamics of 

K1-like second-shell basic residues was shown, via equilibrium MD and enhanced 

sampling simulations, to disfavor the formation of the Michaelis-Menten complex, 

ultimately impairing the catalysis.73,175 Similar positively-charged second-shell 

residues have been recently shown via MD simulations to play an active role for 

catalysis in other nucleic-acid processing metalloenzymes, as in the case of λ-

exonuclease, dUTPases, RNase H, and human exonuclease 1 enzymes.74–76,82 As a 

result of these studies, and in light of the extended similarities between the intron 

and protein enzymes, it seemed likely that similar dynamic events are ubiquitous 

and necessary for nucleic acid processing, and would thus also occur in the 

spliceosome.81 Remarkably, by comparing the new spliceosomal cryoEM structures 

with previous ones obtained at various steps throughout the splicing cycle, K1 

appears to be indeed dynamic and transient, i.e., bound to the active site for the 

catalytic steps, but released during conformational rearrangements.219  

Taken together, these results illustrate how comparative structural, functional, 

evolutionary studies on the group II intron coupled with extensive molecular 

simulations and free energy calculations of both such a challenging system and other 

convergently-evolved nucleic-acid-processing enzymes enabled accurate 

predictions into the intricate catalytic core of the spliceosomes. Notably, 

experimental characterization of these complex systems has inevitably lagged 

behind due to the complexity of these megadalton-large ribonucleoproteins. 

The recent experimental confirmation of the accuracy of such structural and 

mechanistic predictions offers increased confidence in the predictive power of such 

computational simulations, when appropriately integrated with evolutionary 

analysis and experimental data. Predicting such precise structure/functional 

correlations between the catalytic heteronuclear metal clusters of the group II intron 

and the spliceosomes can guide the mechanistic interpretation of high-resolution 

structural data, facilitating the functional dissection of these vital splicing 

machineries. This example thus shows that a computationally-informed approach 
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can deliver valuable insights into complex protein-nucleic acid systems, particularly 

those relevant to human diseases.  

This is a time when RNA-targeted drug development is emerging as a viable 

strategy for developing new therapeutics, including against the spliceosome itself, 

as shown by the recent FDA approval of risdiplam for the treatment of spinal 

muscular atrophy.58 The precise modeling and design of organic and inorganic 

compounds, located at binding pockets in and around catalytic centers of complex 

ribonucleoprotein machineries, can be of great value for fostering structure-based 

drug design even before high-resolution structures are experimentally 

determined.238 In this scenario, the confirmed accuracy of mechanistic predictions 

based on integrated MD simulations and structural data, about the functional role of 

K1,73 reinforces the notion that positively-charged second-shell residues are indeed 

essential regulators of nucleic-acid-processing chemistry together with the 

previously-recognized two divalent metal ions.73 This observation provides precise 

grounds for understanding the mechanism, modulating function, and targeting many 

medically-relevant enzymes beyond splicing complexes with small molecules.238 

For instance, our predictive structure-function insights can rationally support the 

biotechnological engineering of CRISPR-Cas systems, which are now emerging as 

potentially powerful “drug machines” for gene or RNA editing and for personalized 

gene therapies. More broadly, integrated and computationally-driven approaches, as 

the one we discuss here, can serve as a useful reference (and confidence boost, too) 

for future modeling and prospective mechanistic interpretation of many other large 

macromolecular machineries that are essential for life and critically involved in 

diseases, but difficult to experimentally characterize at high resolution. Critical 

example of such complex machineries include membrane-embedded 

supercomplexes or ribonucleoproteins formed by highly-structured long non-coding 

RNAs.11 Prospective applications of molecular simulations for structure refinement 

and mechanistic insights will undoubtedly play a prominent role in the incessant 

exploration of such complex biological multicomponent systems.  
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Chapter 6. Computer-Aided design of small 

molecules targeting RNA 

 

6.1 Abstract  

Structured RNAs are a drug-discovery breakthrough. These molecules regulate 

many vital cell functions, and are involved in the development of several human 

pathologies, from cancer to viral and bacterial infections. Among them, group II 

introns regulate gene expression in plants, fungi, and bacteria. Moreover, owing to 

their structural and functional properties, group II introns are considered ancestors 

of the human spliceosome, whose function is altered in severe human diseases. 

Recently, it has been shown that small molecules can be designed to interact with 

and modulate the biological function of structured RNAs. Here we discuss the 

possibility of targeting group II intron ribozymes to develop novel antimicrobial 

agents as well as to design splicing inhibitors with potential application in the rescue 

of disease-relevant altered splicing functions in humans.  
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6.2 Small Molecules Can Target Functionally Important Structured 

RNAs  

RNA molecules can control vital cellular processes, such as translation, splicing, 

gene expression, immunity, and metabolic proteins regulation. These RNA 

molecules often adopt complex tertiary structures essential to their function.239 For 

instance, thanks to their well-defined 3D structures, rRNAs, and tRNAs 

cooperatively catalyze protein synthesis. Their activity is modulated by interactions 

with structured regions of mRNA, such as 5’- and 3’-UTRs or IRES motifs.240 Self-

splicing group I/II introns and snRNA subunits of the spliceosome also require a 

precise 3D architecture to recognize splicing junctions with high fidelity and 

efficiency, and produce in-frame mRNA.81 In some instances, these precise 3D 

structures can be targeted by organic compounds, particularly at protein-recognition 

sites.135 In other instances, structured RNAs are tuned by small organic molecules 

at the functional level. For example, riboswitches are regulatory motifs generally 

located within 5’-UTRs of certain mRNAs that can be targeted by a variety of 

endogenous metabolites including vitamins and ions.241  

Importantly, structured RNAs are potential targets to treat many serious diseases, 

from cancer to viral and bacterial infections.6,7 Indeed, RNA druggability has been 

demonstrated by studies on bacterial riboswitches. For instance, a new class of 

potent PreQ1 riboswitch binders was recently identified in a study that boosted the 

potency of the initial PreQ1-targeting binders by crystallizing PreQ1 in complex 

with a ligand, highlighting the impact of structure-based approaches to RNA drug 

design.242 Micro-RNA (miRNA) and their precursors are also promising targets. For 

example, the small molecule Targaprimir-515 was recently reported to selectively 

target miR-515 hairpin precursor to sensitize HER2-negative cancer cells to 

Herceptin.243 Notably, Targaprimir-515 was identified with help from Inforna, a 

hybrid experimental-computational tool244 for mining and collecting unique RNA-

small molecule interaction patterns. The success of this sequence-based approach 

further demonstrates that folded RNA motifs are druggable with selective small 
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molecules.244 Furthermore, structured functional motifs in the genome of RNA 

viruses are attractive targets for drug discovery. For instance, one C6 

phenylacetylene substituted amiloride derivative was recently identified as a potent 

binder of an internal ribosome entry site (IRES) in the enterovirus 71.245 Also, the 

HIV-1 TAR motif was successfully targeted via structure-based virtual screening 

strategies that combined molecular dynamics (MD) simulations, docking, and NMR 

experiments, leading to the identification of 6 small molecule inhibitors of HIV 

replication.120  

 

6.3 Targeting Group II Intron Ribozymes with Small Molecules  

Group II introns are structured RNAs that control gene expression in many 

microorganisms, thus representing a target to develop novel antimicrobial agents. 

Indeed, small molecules have also been successfully targeted at group II self-

splicing introns. For example, the small molecule Intronistat B inhibits group II 

introns of pathogenetic fungi. Intronistat B was discovered via fluorescence-based 

and radioanalytical screening assays.28 Moreover, group II introns are 

evolutionarily-related ancestors of the human spliceosome and, thus, can be 

potentially exploited to develop small molecules modulating human splicing 

functions involved in the development of severe diseases. Indeed, this approach 

builds upon the novel evidence of small molecules targeting the spliceosomal RNA, 

as confirmed by the recent FDA approval of Risdiplam as a treatment for spinal 

muscular atrophy (SMA).246  

In Chapter 3, we have shown that the conformational dynamics of the group II 

introns is fundamental to guarantee the progression of catalysis.81 Importantly, with 

the use of X-ray crystallography and molecular dynamics simulations, we reached 

an unprecedented atomistic resolution of such intron’s structural rearrangement 

during its splicing. As a natural follow-up study, we built upon these pieces of 

knowledge to set up a hybrid computational-experimental pipeline to develop novel 

small molecule splicing inhibitors.  
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Despite, at the current stage, the promising results of this drug discovery 

campaign cannot be disclosed in this thesis, here I report a brief summary of this 

research project. We have identified functional introns’ metastable states involved 

in splicing progression, as characterized with atomistic MD simulations. These 

high-resolution catalytic intermediates are used as structural models for a consensus 

docking protocol, aiming to identify novel small molecule binders through in silico 

screening of compounds’ libraries. Notably, in order to enhance the hit-selection 

rate, this library is initially filtered to confine the small molecules’ chemical space 

to that of known RNA binders, according to the available literature. That is, we have 

collected the physicochemical properties of known RNA binders from publicly 

available databases,247 and we have used them to filter out unlikely RNA-binding 

molecules from the in-house compounds’ library. Overall, this computational 

protocol, as combined with compounds’ activity evaluation via splicing assays and 

medicinal chemistry hit expansion, has driven to the identification of one class of 

splicing inhibitors, which are currently investigated with X-ray crystallography in 

order to gain more insights into their binding mode.  
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Chapter 7. Conclusions and Future Perspectives 

 

Both coding and non-coding RNA molecules play a crucial role in cellular 

homeostasis, and the altered expression of certain RNAs has been recently linked to 

the development of severe human pathologies.3,5 Accordingly, understanding the 

enzymatic processing of RNA molecules is fundamental to characterize the 

biological regulation of their expression and to develop novel therapeutic strategies 

and tools.6–8 

 In this context, this research project aimed to investigate the metal-aided 

processing of RNA as catalyzed by two two-metal-ion enzymes, namely the group 

II intron ribozymes and the RNase H1. We used state-of-the-art molecular dynamics 

simulation and free energy calculation, complemented with X-ray crystallography, 

biochemical assays, and comprehensive structural analysis to show that an extended 

two-metal-ion architecture is required to properly support enzymatic catalysis. That 

is, our results suggest that a heteronuclear cations cluster is formed and disrupted at 

the active site of RNA-processing enzymes to support their catalytic cycle. 

Specifically, the initial proper positioning and the following timely release of a 

second-shell K+ ion favors group II introns’ catalysis by regulating the structural 

dynamics of their active site.81 Indeed, such controlled cations trafficking guarantees 

for, at first, reactants alignment and, then, product release and splicing 

progression.81 Similarly, multiple and diverse cations, i.e., Mg2+ and K+, are 

strategically recruited at and opportunely shuttled out from the active site of the 

RNase H1 to support the formation of the catalytic Michaelis-Menten complex and, 

upon catalysis, the removal of the leaving group from the active site for reaction 

turnover.82  

Importantly, our structural analysis revealed that an active site architecture 

similar to that of the abovementioned metalloenzymes is shared among a plethora 

of nucleic acid processing enzymes, including CRISPR-Cas systems.82 In fact, 

either second-shell basic residues or cations are found at the active site of these 
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enzymes to occupy regions well overlapping with those found transiently filled by 

metal ions in both group II introns and RNase H.82 Together, these pieces of 

knowledge suggest that these metalloenzymes may adopt a similar catalytic strategy 

that has convergently evolved to guarantee the functional and accurate processing 

of RNA molecules.82  

Building upon this evidence, and the structural and functional similarity between 

group II introns and the human spliceosome, we proposed that these two splicing 

machines adopt the same mechanism to process RNA molecules.81 Importantly, our 

prediction of the dynamic formation and controlled disruption of a heteronuclear 

metal ion cluster for spliceosome catalysis has been recently confirmed by two new 

high-resolution Cryo-EM maps of both the major219 and the minor237 spliceosome, 

capturing the predicted heteronuclear cations’ cluster at their active site.49 

Furthermore, biochemical data confirmed our MD-driven findings of the transient 

formation of this cluster during catalysis, further supporting the reliability of the 

predicted catalytic mechanism.49 

In conclusion, in this research project, we used MD simulations to characterize, 

at atomistic resolution, the catalytic cycle of disease-relevant RNA-processing 

metalloenzymes and ribozymes. Such high-resolution structural and functional 

insights certainly corroborate and sensibly expand the current understanding of 

metal-aided nucleic acids’ catalysis. Most remarkably, in the era of RNA-targeted 

drug discovery,246 our results will support the rational design of small molecules 

targeting the active site of pharmaceutically relevant ribozymes, such as group II 

introns as well as the human spliceosome.  
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 Supporting Information for Chapter 3 

 

Figure A.1: Triple helix and toggled conformations in group II intron. A) The active site of the pre-hydrolytic 
intron (PDB id.: 4FAQ, left) and of the toggled intron (PDB id.: 4FAX, right). J2/3 junction is in blue, two-nucleotide 
bulge in red, catalytic triad in brown, intron 5’-end in green, and 5’ exon in gray. Catalytic magnesium ions M1-M2 are 
depicted as yellow spheres, potassium ions K1-K2 as violet spheres, the nucleophilic water molecule is in cyan, and the 
scissile phosphate (SP) in orange.  B) Triple interactions for the three nucleotides of the catalytic triad (from left to right: 
C358, G359, and C360) in wild type. C) Left: C358 in the pre-hydrolytic state forms a triple interaction, as observed in 
PDB id.: 4FAQ. In this state, the pKA of C358 is 4.5, so that its nucleobase is not protonated. Right: In the toggled 
structure, the triple interaction is disrupted, as observed in PDB id.: 4FAX. In this state, the pKA of C358 is 7.2, so that 
its nucleobase can be protonated on the N3 atom. Hydrogen bonds are depicted as black dotted lines, and hydrogen 
atoms are in white. D) From left to right: triple interactions of residue 358 in wild type (same as panel C, left), A-mutant, 
G-mutant, and U-mutant. 
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Figure A.2: N3C358 can be protonated after the first step of splicing. A) Active site representation of the solvated 
structural model of the cleaved intron. The nucleophilic water (ONuc) has attacked the scissile phosphate (SP) and 
released a proton (H+, semi-transparent dark green sphere) to a neighboring water molecule in the bulk solvent (W1). A 
proton shuttling pathway composed of 3 water molecules at H-bond distances from one other (W2-W4) can conduct this 
proton to N3C358 (green dashed lines). Other proton transfer pathways would also be compatible with our structures and 
can count up to 5 water molecules, based on previously reported QM/MM calculations.44 Alternatively, proton transfer 
can also occur by unspecific diffusion through the bulk solvent. B) A representative snapshot of intron active site during 
hybrid quantum (DFT/BLYP)/classical simulations of N3C358 protonated in the cleaved state. Dotted lines highlight H-
bonds between C358 and nearby water molecules. The intron backbone is represented as a cartoon (catalytic triad and 
two-nucleotide bulge in yellow, triple helix partner nucleotides in brown). M2 and K1 are represented as green and 
purple spheres, respectively. Atoms in bold sticks are treated at the quantum level, while the rest of the atoms are treated 
at the classical level. C) Hybrid quantum/classical simulations of N3C358 protonated in the cleaved state. Time series of 
selected distances during the last 10 ps of the simulations (two water molecules, in the quantum region, exchange their 
position relative to N3C358 at ~3.5 ps): dH-N3C358 (grey trace), dH-WAT2 (orange trace), dH-WAT1 (light-blue trace). Notably, 
N3C358 remained protonated throughout the simulation time (~15 ps), never exchanging its proton with the nearby water 
molecules. 
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Figure A.3: MD simulations of the pre-reactive state (PDB id: 4FAQ). A) Changes in RMSD for intron backbone 
(blue trace) and core (defined as the backbone and side chains of all nucleotides in D5 plus nucleotides 287-289 of the 
J2/3 junction, green trace) during the two simulations of the wild type pre-reactive state (left) and during the three 
simulations of the N7G288-deaza mutant pre-reactive state (right). B) Changes in dK1-N7G288 (green trace), dM1-M2 (red 
trace), during the 600-ns long MD simulation of the pre-reactive state (left; 1200-ns long simulation reported in Figure 
4). In this simulation, K1 transiently drifted away from the active site after ~280 ns, causing a shift of G288 and M1-M2 
(dM1-M2 = 4.77 ± 0.16 Å). However, in contrast with the simulations of the cleaved state (Figure 5), here K1 was unable 
to leave the active site spontaneously. The concerted shift of K1, M1-M2, and G288 in this simulation confirms that the 
reciprocal structural position of these residues is intimately interconnected. On the right, changes in dK1-N7G288 (green 
trace), dM1-M2 (red trace), during two additional 200-ns-long replicas of the N7-deaza mutant pre-reactive state. 
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Figure A.4: MD simulations of the post-hydrolytic state (PDB id: 4FAR). A) Changes in RMSD during the 
simulations of the post-hydrolytic state for the backbone of all intron nucleotides (blue trace) and for the intron “core” 
(i.e. backbone and side chains of all nucleotides in D5 plus the three nucleotides of the J2/3 junction; green trace). B) 
Evolution of dK1-N7G288 (green trace) and dM1-M2 (red trace) during the simulations of the post-hydrolytic state. C) Changes 
in RMSD during the simulations of the post-hydrolytic H+ state for the intron backbone (blue trace) and the intron core 
(green trace). D) Evolution of dK1-N7G288 (green trace) and dM1-M2 (red trace) during the simulations of the post-hydrolytic 
H+ state. 
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Figure A.5: MD simulations of the cleaved state of wild-type (modeled from PDB id: 4FAQ). A) Changes in RMSD 
during the two simulations of the cleaved state of the non-protonated (left) and protonated (right) wild type intron for the 
backbone (blue trace) and the core (green trace, defined as in Figure S3). B)  Changes in dK1-N7G288 (green trace), dM1-

M2 (red trace), and dM2-O6 (blue trace) during the second MD simulation of the cleaved state of the non-protonated (left) 
and protonated (right) wild type intron. C) The active site of the pre-hydrolytic intron (PDB id: 4FAQ) modified to cleave 
the 5’-splice junction. The intron backbone is represented as a cartoon representation (catalytic triad and two-nucleotide 
bulge in yellow, J2/3 junction in purple, 5’-exon in green). M1 and M2 are represented as green spheres. The scissile 
phosphate (SP) is represented as sticks in the cleaved configuration. Oxygen atoms are red (ONuc is the oxygen atom 
contributed by the nucleophile), hydrogen atoms white, and the phosphorus atom is orange. The dashed yellow line 
indicates the distance between the scissile phosphate (SP) and M2 (dSP-M2). 
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Figure A.6: K1 release induces the destabilization of the triple helix active site. A) Definition of the two parameters 
used to monitor the geometry of the intron triple helix at position 289: d289-358 corresponds to the distance between C289O2 
and C358N4 (black dotted line); α corresponds to the dihedral angle between the planes of the nucleobases of residues 
358 and 385 (here represented as semi-transparent green and orange planes, respectively). B) Changes of d289-358 and α 
during the two simulations of the pre-hydrolytic state of wild type intron. C-D) Changes of d289-358 and α during the two 
simulations of the non-protonated cleaved state (C) and protonated cleaved state (D) of wild type intron. E-F) Changes 
of d289-358 and α during the two simulations of the cleaved states of the G- (E) and U-mutants (F). In each plot, the colored 
barcode plotted on top of every MD trajectory monitors the integrity of the triple helix. When the triple helix is formed 
(d289-358 < 3 Å and α < 0.35 rad) the bar is green, when the triple helix is disrupted (d289-358 > 3 Å or α > 0.35 rad) the 
bar is dark blue. Release of K1 in the protonated (D) and non-protonated (C) cleaved states of wild type intron (red 
arrows) favors the destabilization of the triple helix. The strongest destabilization occurs in the protonated cleaved state 
of wild type (D). Instead, in the cleaved states of the mutants (E and F), K1 is not released into the bulk water, and the 
triple helix remains stable. 
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Figure A.7: MD simulations of the post-hydrolytic state of the mutants (PDB id: 6T3K and 6T3R). A) Changes in 
RMSD during the two simulations of the post-hydrolytic states of the U- (left) and G- (right) mutants for intron backbone 
(blue trace) and core (green trace, defined as in Figure S3). B) Changes in dK1-N7G288 (green trace), dM1-M2 (red trace), 
and dSP-M2 (blue trace) during the 600-ns-long MD simulation of the post-hydrolytic states of the U- (left) and G- (right) 
mutants. The SP becomes coordinated by the catalytic metal cluster (dSP-M2 = 3.63 ± 0.18 Å) while K1-N7G288 interaction 
is only transiently established and K1 is not released into the bulk water (dM1-M2 = 4.87 ± 0.24 Å). 
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Figure A.8: MD simulations of the cleaved state of the mutants (modeled from PDB id: 6T3K and 6T3R). A) 
Changes in RMSD during the two simulations of the cleaved states of the U- (left) and G- (right) mutants for intron 
backbone (blue trace) and core (green trace, defined as in Figure S3). B) Changes in dK1-N7G288 (green trace), dM1-M2 
(red trace), and dSP-M2 (blue trace) during the 600-ns-long MD simulation of the cleaved states of the U- (left) and G- 
(right) mutants. The SP is firmly coordinated by the catalytic metal cluster (dSP-M2 = 3.33 ± 0.15 Å) while the K1-N7G288 
interaction is only transiently established and K1 is not released into the bulk water (dM1-M2 = 4.21 ± 0.40 Å). 
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Figure A.9: Energetics associated with intron toggling in the non-protonated state. A) Structural architecture of 
the active site for each state identified by the MtD simulation reported in panel B. B) Path metadynamics (MtD) free 
energy landscape of the cleaved state. The cleaved, A’, B’, and toggled states are indicated along the MtD trajectory 
(dark blue dotted line). The energy scale is indicated in kcal mol-1 on the right. The conformations of the J2/3 junction in 
state A’ and in the toggled state are represented at the bottom of the figure. 
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Figure A.10: A287-U2 interaction. A) Graphical representation of the stabilized base pair between A287 with U2 
(red dotted line indicated dU2-A287). B) Evolution of dU2-A287 during the MD simulation of the pre-hydrolytic state. 
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Table A.1: pKA values of adenine and cytosine residues in the group II intron active site, as empirically estimated 
using continuum electrostatics non-linear Poisson-Boltzmann calculations. We note that these calculations provide only 
qualitative approximations of the tendency of the reported nucleotides to shift pKA in different conformational states. 

Residue Precatalytic state (PDB id.: 4FAQ) Toggled state (PDB id.: 4FAX) 

J23 junction   

A287 6.6 7.3 

C289 7.0 8.5 
   

cat triad   

C358 4.5 7.2 

C360 3.2 3.7 
   

2nt-bulge   

A376 11.9 9.7 

C377 10.3 0.7 

 

 

 

 

 
Table A.2: Kinetic rate constants of O. iheyensis wild type intron and A-, G-, and U-mutants. Standard errors of 

the mean were calculated from n = 3 independent experiments. The wild type and A-mutant show a double exponential 
decay of precursor, so the kinetic rate constants of both the fast and slow populations are reported for these two 
constructs. The relative sizes of each population are indicated in the right column. 

Construct k1 (min-1) k2 (min-1) population size 

WT 
fast: 0.133 ± 0.014 fast: 0.096 ± 0.015 fast: 64 % 
slow: 0.007 ± 0.003 slow: 0.006 ± 0.004 slow: 36 % 

A-mutant 
fast: 0.075 ± 0.009 fast: 0.045 ± 0.008 fast: 73 % 
slow: 0.008 ± 0.006 slow: < 0.006 slow: 27 % 

G-mutant  0.011 ± 0.001  0.002 ± 0.001  
U-mutant  0.019 ± 0.001  0.012 ± 0.001  
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Table A.3: Data collection and refinement statistics (molecular replacement). 

 
G-mutant 
(Mg2+-K+) 

U-mutant 
(Mg2+-K+) 

G-mutant 
(Mg2+-Na+) 

U-mutant 
(Mg2+-Na+) 

PDB code 6T3K 6T3R 6T3N 6T3S 
space group P212121 P212121 P212121 P212121 
unit cell dimensions     

a (Å) 88.7 89.5 89.9 89.9 
b (Å) 95.4 95.1 95.3 95.2 
c (Å) 225.0 222.4 217.8 227.9 

α=β=γ (°) 90 90 90 90 
energy (eV) 12,658 12,662 12,662 12,658 

resolution (Å)1 
48.5-3.44 

(3.63-3.44) 
44.5-3.57 

(3.76-3.57) 
32.1-3.22 

(3.39-3.22) 
49.5-3.28 

(3.46-3.28) 
Rmerge (%)1 5.3 (150.8) 13.0 (79.8) 6.9 (54.2) 7.4 (99.5) 
Rmeas (%)1 8.1 (159.3) 15.7 (92.1) 8.9 (69.5) 8.9 (119.7) 
Rpim (%)1 4.4 (86.2) 6.8 (38.5) 3.9 (30.2) 3.5 (46.7) 
I/σ(I)1 17.0 (1.6) 9.4 (2.5) 14.5 (2.4) 15.8 (2.5) 
completeness (%)1 94.1 (95.0) 98.7 (99.3) 98.6 (99.7) 99.9 (99.8) 
multiplicity1 3.3 (3.2) 4.7 (4.8) 4.8 (5.0) 6.5 (6.5) 
Rwork (%) 21.2 21.2 18.5 19.8 
Rfree (%)2 25.7 25.0 24.2 22.9 
RMSD     

bond length (Å) 0.009 0.002 0.009 0.008 
bond angle (°) 1.89 0.601 1.96 1.792 

1: highest resolution shell shown in parenthesis 
2: Rfree calculated using 5 % of the data 
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 Supporting Information for Chapter 4 

 

 

Figure B.1: Reaction intermediates of wild type RNase H1 as captured by X-ray crystallography. (A) The reactant 
state of RNase H1 as obtained after 40s from the incubation (PDBid: 6DMV). The catalytic residues forming the DEDD 
motif (viz. D71, E109, D132, and D192; white) and the residue E188 (blue) are represented as sticks. The RNA 
nucleotides (green) including the scissile phosphate (PSCI) and its adjacent phosphate (PADJ) are also shown as sticks. 
The two catalytic magnesium ions MA-MB (orange) and the ion KU (purple) are shown as spheres.  Notably, at this stage, 
KW is not found at the active site, the PSCI is not properly aligned onto the catalytic MA-MB (i.e., d1=2.6Å, left corner), 
and the products are not formed. (B) The reactant state of RNase H1 as obtained after 120s from the incubation (PDBid: 
6DO9). Here, K196 (yellow) is represented as sticks, while the additional KW (purple) is shown as a sphere. Importantly, 
at this stage, the Michaelis-Menten complex is properly formed (i.e., d1=2.2Å, left corner), and the formation of the 
products is observed.  
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Figure B.2: Reaction intermediates of RNase H1 mutants as captured by X-ray crystallography. (A) The mutant 
E188A in the post-reactive state (PDBid: 6DPO), as obtained upon alanine mutation of the second-shell residue E188. 
The catalytic residues forming the DEDD motif (viz. D71, E109, D132, and D192; white) and the residue A188 (blue) 
are represented as sticks. The RNA nucleotides (green) including the scissile phosphate (PSCI) and its adjacent phosphate 
(PADJ) are also shown as sticks. The two catalytic magnesium ions MA-MB (orange) and the additional third MC ion 
(orange) are shown as spheres.  Notably, in absence of the residue E188, KW is not present in the vicinity of the active 
site, as opposite to what found in the wild type RNase H1. (B) The mutant K196A in the post-reactive state, as obtained 
upon alanine mutation of the second-shell residue K196 (PDBid: 6DPM). Here, the residues E188 (blue) and A196 
(yellow) are represented as sticks, while the additional KW (purple) is shown as a sphere. Notably, in absence of K196, 
the configuration of the scissile phosphate is rotated and the additional metal ion MC does not locate at the active site.  
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Figure B.3: Root mean square deviation (RMSD) for the backbone atoms of RNase H1 during molecular dynamics 
(MD) simulations. On the right are shown the simulation replicas (blue, yellow, and green lines) of the RNase H1 in the 
reactant state at A) reference ionic strength; B) low K+ concentrations; C) high Mg2+ concentrations.  On the left are 
reported the simulation replicas (blue, yellow, and green lines) of the RNase H1 in the product state at D) reference ionic 
strength; E) low K+ concentrations; F) high Mg2+ concentrations. Three simulation replicas were performed at each 
condition to verify the robustness of our observations. 
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Figure B.4: Mobility of KU in the reactant state. (A) Occupancy of the U-site averaged along three ~1 μs-long MD 
simulations of RNase H1 in the reactant state (at optimal ionic strength, 6 mM [Mg2+] and 200 mM [K+]) including KU 
(blue trace) and without KU (yellow and green traces). The almost null occupancy of K+ ion at the U-site indicates that 
KU is not present during these simulations. (B) Distance between the scissile phosphate (PSCI) and KU (PSCI–KU) during 
~1 μs MD simulations of RNase H1 in the reactant state. Here, KU was included in the starting conformation. However, 
the ion is immediately released into the bulk. 
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Figure B.5: Distribution of the ions at the RNase H1 active site before and after RNA hydrolysis. (A-C) Weighted 
radius of gyration (g(r)) for K+ (solid line) and Mg2+ (dashed line) ions around the scissile phosphate in the reactant 
state (viz. before hydrolysis), along three MD simulation runs of ~1 µs each, performed at optimal (blue trace, 6mM 
[Mg2+] and 200mM [K+]), high Mg2+ (yellow trace, 85 mM [Mg2+] and 75 mM [K+]) and low K+ (green trace, 6mM 
[Mg2+] and 25mM [K+]) concentrations. Data are shown for three sets of simulation replicas. KW (purple arrow) is 
transiently captured at the active site at both high and low K+, but not at high Mg2+ concentrations, where an additional 
MW (grey arrow) binds with E188 (Figure B.7D). Importantly, while panels (A-B) report data performed using the Aqvist 
model for Mg2+ ions, the Allnér force field has been employed to generate data reported in panel (C). The latter reveals 
a more flexible binding between MW and E188 (Figure B.7C), resulting in a less pronounced MW weighted distribution 
peak. (D-F) The same descriptors as in panels (A-C) are reported for three sets of ~1 µs-long simulation replicas of 
RNase H1 in the product state (viz. after hydrolysis). Here, regardless of the ionic strengths, KW (purple arrow) is stably 
captured at the active site, while transient binding of KV is also observed. At high Mg2+ concentration, the third MC is 
bound to the scissile phosphate. This binding event is mediated by first-shell coordination waters of MC. Data reported 
in panel (F) have been collected employing the Allnér force field for Mg2+ ions, showing a weakened interaction between 
MC and the scissile phosphate, reducing the magnitude of MC peak. 
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Figure B.6: MD simulations replica of the RNase H1 in the reactant state. (A-C) Occupancy of the W-site (upper 
panel) by K+ ions (purple) and by the K196 residue (yellow); and variation of the torsional angle E188-θ (lower panel, 
computed between the N-Cα-Cβ-Cδ atoms) along three additional MD replicas at optimal ionic strength (6mM [Mg2+] 
and 200mM [K+]). Normalized densities are shown on the right. High concentrations of K+ favor the binding of KW and 
the stabilization of E188IN conformation. An harmonic restraint has also been applied to E188 torsion (N-Cα-Cβ-Cδ) 
during the replica reported in the panel (C). Here, as E188 cannot explore “in” conformations, the binding of KW is 
dramatically reduced.  (D-E) The same descriptors reported as in panel (A), for two additional MD replicas at low K+ 
concentration. These MD replicas corroborate the synergistic interaction between KW and E188 for active site 
stabilization, as shown in Figure 4.2. 
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Figure B.7: Metadynamics simulations for the E188 inner ↔ outer conformational swing. (A) Top: the 
conformational change of E188 is shown (blue arrows); the residue E188 (blue) and the scissile phosphate (PSCI, green) 
are shown as sticks, while the ions KW (purple), MA-MB (orange) are shown as spheres. Bottom: Free-energy profiles 
computed along the E188-θ torsional angle, using well-tempered metadynamics simulations. The inner ↔ outer 
conformational swing of E188 is ~2.3 kcal mol-1 less favored at reference (green) than at low (red) K+ concentration. 
(B) The free energy for the inner ↔ outer conformational of E188 is estimated as a function of time over non-overlapping 
windows of ~20 ns during the last ~60 ns of metadynamics (viz. from ~140 to ~200 ns) performed at optimal ionic strength 
(6mM [Mg2+] and 200mM [K+]). (C) The free energy is estimated as in panel (A) along metadynamics simulations at 
low K+ concentrations (6mM [Mg2+] and 25mM [K+]). In both cases, after ~160 ns no significant changes in the free 
energy profiles are detected, suggesting that both the metadynamics simulations are converged. 
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Figure B.8: MD simulations of RNase H1 in the reactant state at high Mg2+ concentrations. (A-D) The occupancy 
of the W-site by K+ ions and by the K196 residue together with the variation of the torsional angle E188-θ (computed 
between the N-Cα-Cβ-Cδ atoms) are reported for three MD replicas at high Mg2+ concentration (80mM [Mg2+] and 
75mM [K+]), following the same scheme as in Figure B.5.  Despite E188IN conformation is stabilized, no K+ ions are 
captured at W-site because an additional Mg2+ metal (viz. MW) binds with E188 closing the accessibility of the W-site to 
K+ ions. Importantly, panels (A-C) report data performed using 12-6 model for Mg2+ ions (A-B, Aqvist; C, Allnér), while 
in panel (D) the Mg2+ ions were modeled according to 12-6-4 model from Panteva. Both the simulations performed with 
Allnér and Panteva force field parameters showed a weakened interaction between MW and the E188. However, the 
interaction between MW and E188 still occurs, preventing the binding of K+ at the W-site, which is only transiently 
occupied by K196. (E) Structural representation of MW binding preventing the E188-mediated recruitment of KW at W-
site. The active site of RNase H1 is represented according to Figure B.1. Together, these MD simulations corroborate 
the fundamental role of E188 in the recruitment of KW – as shown in Figure 4.2 – and provide a rationale for the 
attenuation of RNase H1 catalysis at high Mg2+ concentrations.   
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Figure B.9: MD simulations of RNase H1 in the product state. (A) Occupancy of the W- and the V-site (upper 
panel) by K+ ions (purple) and K196 side chain (yellow); and the distances (lower panel) between the catalytic ions MA-
MB (MA–MB, blue trace) and between the pro-R oxygen (ORp) of the scissile phosphate and the metal MB (ORp–MB, red 
trace) during two MD replicas at optimal ionic strength (right and left panels). Normalized densities are shown on the 
right of each panel. After the RNA hydrolysis both KW, KV and K196 concurrently interact with the products as a 
consequence of their binding at the W- or the V-site. Despite the scissile phosphate (PSCI) get misfolded when only KW 
locates at the active site, this event does not favor the release of the products as the two catalytic ions MA-MB are stabilized 
at their position. (B) The same descriptors as in panel (A) are shown for two MD replicas at low K+ concentrations. At 
this ionic strength, the binding of K+ ions at the W- or V- site is less recurrent, and thus these ion exchange more frequently 
its position with the residue K196. This seems to favor the product stabilization. (C) The same descriptors as in panel (A) 
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are shown for two MD replicas at high Mg2+ concentrations. Additional distance between MC and scissile phosphate is 
reported as green trace (MC–SP). Despite two different Mg2+ models have been used in the two MD simulations, Aqvist 
(left) and Allnér (right), the additional MC gets recruited at the active site to coordinate the scissile phosphate in both 
the simulations. As a consequence of this binding event the distance MA–MB is increased, suggesting that the active site 
is now prone to release the reaction products. (D) The same descriptors as in panel (A) are shown for two MD replicas 
at high Mg2+ concentrations, performed using the Panteva 12-6-4 model for Mg2+ ions. These simulations are in good 
agreement with those reported in panel (C). Together, these MD replicas sustain the role of K196, KW, and KV in the 
stabilization of the scissile phosphate for the recruitment of MC and product release, in agreement with the findings 
showed in Figure 4.3. 
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Figure B.10: Structural representation of the scissile phosphate misfolding.  MD simulations of the RNase H1 in 
the product state shown that the scissile phosphate (PSCI) can, at times, rotate around the phosphodiester bond. Upon 
rotation, one bulky water molecule replaces the phosphate oxygen to coordinate the catalytic MA. This event occurs when 
only KW is bound at the active site, while KV and K196 are unbound (main panel). Notably, the misfolded conformation 
observed in our MD simulations perfectly matches that captured in the K196 mutant by X-ray crystallography (top 
corner, orange sticks; PDBid: 6DPM). The conformation of the scissile phosphate as crystallized in the wild type RNase 
H1 is shown in the top corner (blue semi-transparent sticks, PDBid: 6DOG). All the representations are color-coded as 
in Figure 4.1.  
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Figure B.11: MD simulations of RNase H1 mutant K196A in the product state. (A) Occupancy of the W- and the 
V-site (upper panel) by K+ ions (purple) and for the K196 (yellow); and the distances (lower panel) between the catalytic 
ions MA-MB (MA–MB, blue trace) and between the pro-R oxygen (ORp) of the scissile phosphate and the MB ion (ORp–MB, 
red trace) during two MD replicas at low K+ concentration. Normalized densities are shown on the right. The absence 
of K196 induces the fast misfolding of the scissile phosphate (PSCI). (B) The same descriptors as in panel (A) are reported 
for MD simulations at high Mg2+ concentration. Here, the scissile phosphate is rotated and MC is not recruited at the 
active site, as opposite to what observed for the wild type RNase H1 MD simulations performed at the same high Mg2+ 
concentration (Figure 4.3C and B.8C). 
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Figure B.12:. Metadynamics simulation of the RNase H1 mutant E188A in the product state. Structural 
representation of the metastable state A’ and B’ (upper panel) corresponding to the two main minima highlighted on the 
free energy surface (bottom panel). The energy scale is indicated in kcal mol-1, while contour traces are reported every 
3 kcal mol-1. In absence of the residue E188, the release of the third MC is guided by D192, which is not as efficient as 
E188 in shuttling the MC out of the active site together with the products. The free energy barrier associated with the A’ 
→ B’ transition (bound → unbound state) is estimated at ~35 kcal mol-1, while the state A’ is ~18 kcal mol-1 more stable 
than the state B’. 
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Figure B.13: The convergence of the free energy profiles for the unbinding of MC metal. (A) Free energy profiles 
projected on the distance between the scissile phosphate (PSCI) and the third MC ion (PSCI–MC distance, left panel) and 
on the number of MC coordination water (MC coordination waters, right panel) as obtained from metadynamics 
simulations in the wild type RNase H1. The free energy profiles are computed over non-overlapping windows of ~10 ns, 
considering the last ~30 ns of simulations (viz. from ~120 to 150 ns). (B) The free energy profiles are estimated as in 
panel (A) for the metadynamics simulations of the E188A mutant. In both the simulations, after ~120 ns no significant 
changes in the free energy profiles are detected, suggesting that both the metadynamics calculations are converged. 
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Figure B.14: Release of MC and hydration of the active site for products’ release. RNase H1 (white) and DNA (red) 
are shown as cartoons, while RNA leaving group (green), the second-shell residue E188 (blue), and the catalytic residue 
D192 (white) are represented as sticks. The catalytic MA-MB ions and the third MC metals are shown as orange spheres. 
As observed in the metadynamics simulations of wild type RNase H1, MC gets coordinated by both the second-shell 
residue E188 and the catalytic D192. Here, the mobile C-terminal loop is in the “closed” state (blue cartoon). Upon the 
rotation of E188, both MC and the adjacent phosphate are shuttled out of the active site, while D192 loses the coordination 
with MA. As a result of this conformational change, the C-terminal loop rearranges in the “open” state (white cartoon), 
favoring the hydration of the catalytic MA and, eventually, the release of the reaction products. 
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Figure B.15: Structural overlap of positive charges at the active site of RNase H1, hExo-1, HIV-1 RT, and hFEN-
1. The binding site “W”, “U”, and “V” (purple semi-transparent spheres) at the active site of RNase H1 are 
superimposed on the reaction center of A) of hExo-1, B) HIV-1 reverse transcriptase (RT), C) hFEN-1, and D) RuvC 
catalytic domain of CRISPR-Cas9 system (cyan cartoon). The catalytic ions MA-MB (orange) are shown as spheres, while 
the substrate/product (cyan) is represented as sticks. Remarkably, the position of structured residues (cyan sticks) located 
at the core of either hExo-1 (G2, K85, R95), or HIV-1 RT (R539, R557), or hFEN-1 (G2, K93, R100), or RuvC (K970, 
R972) well superimpose with the additional metals’ binding sites “W”, “U”, and “V” at the active site of RNase H1.  
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Figure B.16: The active site of RNase H1 is highly hydrated as compared to other nucleases. The surface (green), 
the catalytic metals (orange spheres), and the reaction substrate (blue cartoon) at the catalytic center are shown for (A) 
hExo-1, (B) hFEN-1, and (C) for RNase H1. In the first two nucleases, the active site is buried inside the protein 
(transparent green surface), while in RNase H1 the active site is completely exposed to the bulk solvent and ions.  
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